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Giffords Law Center to Prevent Gun Violence (“Giffords Law 

Center”) respectfully moves for leave to file the attached amicus curiae brief in 

support of Defendants’ Opposition to Plaintiffs’ Motion for Preliminary Injunction 

(ECF No. 25).  Defendants consent to this Motion; Plaintiffs have informed 

counsel for Giffords Law Center that they object. 

Giffords Law Center is a non-profit policy organization dedicated to 

researching, writing, enacting, and defending laws and programs proven to 

effectively reduce gun violence.  The organization was founded more than a 

quarter-century ago following a gun massacre at a San Francisco law firm and was 

renamed Giffords Law Center in October 2017 after joining forces with the 

gun-safety organization founded by former Congresswoman Gabrielle Giffords.  

Today, Giffords Law Center provides free assistance and expertise to lawmakers, 

advocates, legal professionals, law enforcement officials, and citizens who seek to 

improve the safety of their communities.  Giffords Law Center has provided 

informed analysis as an amicus in many firearm-related cases, including in 

Hirschfeld v. Bureau of Alcohol, Tobacco, Firearms & Explosives, 2019 WL 

4923955 (W.D. Va. Oct. 4, 2019), District of Columbia v. Heller, 554 U.S. 570 

(2008), McDonald v. City of Chicago, 561 U.S. 742 (2010), Fyock v. City of 

Sunnyvale, 779 F.3d 991 (9th Cir. 2015), and Teixeira v. Cty. of Alameda, 873 

F.3d 670 (9th Cir. 2017) (en banc).1 

                                           
1 Several courts have cited research and information from Giffords Law Center’s 
amicus briefs in Second Amendment rulings.  E.g., Hirschfeld, 2019 WL 4923955, 
at *5, *9; Ass’n of N.J. Rifle & Pistol Clubs v. AG N.J., 910 F.3d 106, 121-22 (3d 
Cir. 2018); Md. Shall Issue v. Hogan, 353 F. Supp. 3d 400, 403-05 (D. Md. 2018); 
Stimmel v. Sessions, 879 F.3d 198, 204, 208, 210 (6th Cir. 2018); Peruta v. Cty. of 
San Diego, 824 F.3d 919, 943 (9th Cir. 2016) (en banc) (Graber, J., concurring).  
Giffords Law Center filed the latter two briefs under its former name, the Law 
Center to Prevent Gun Violence. 
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Giffords Law Center has significant expertise with laws restricting 

firearm purchase by minors under the age of 21, and represents the interests of 

citizens who benefit from those laws.2  Giffords Law Center’s proposed amicus 

brief, attached to this Motion, identifies compelling data and social science 

demonstrating that 18-to-20-year-olds commit a disproportionate share of violent 

crimes and are at a higher risk of suicide, including because their brains are still 

developing and they are more impulsive and emotionally volatile than older adults.  

This research confirms that there is a reasonable fit between California’s 

restrictions on 18-to-20-year-olds’ purchase and possession of firearms and the 

state’s important interest in public safety. 

A “district court has broad discretion to appoint amici curiae.”  

Hoptowit v. Ray, 682 F.2d 1237, 1260 (9th Cir. 1982), abrogated on other 

grounds, Sandin v. Conner, 515 U.S. 472 (1995).  The “classic role” of amici 

curiae is “assisting in a case of general public interest, supplementing the efforts of 

counsel, and drawing the court’s attention to law that escaped consideration.”  

Miller-Wohl Co., Inc. v. Comm’r of Labor and Indus., 694 F.2d 203, 204 (9th 

Cir. 1982).  “District courts frequently welcome amicus briefs from nonparties 

concerning legal issues that have potential ramifications beyond the parties directly 

involved or if the amicus has ‘unique information or perspective that can help the 

court beyond the help that the lawyers for the parties are able to provide.’”  Safari 

Club Int’l v. Harris, 2015 WL 1255491, at *1 (E.D. Cal. Jan. 14, 2015) (citing 

NGV Gaming, Ltd. v. Upstream Point Molate, LLC, 355 F.Supp.2d 1061, 1067 

(N.D. Cal. 2005)).  “Even when a party is very well represented, an amicus may 

provide important assistance to the court.”  Jamul Action Comm. v. Stevens, 2014 

WL 3853148, at *6 (E.D. Cal. Aug. 5, 2014) (quotation omitted).  More 

                                           
2 See, e.g., Minimum Age to Purchase & Possess, GIFFORDS LAW CENTER, 
https://lawcenter.giffords.org/gun-laws/policy-areas/who-can-have-a-
gun/minimum-age/ (last visited Jan. 3, 2020).   
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specifically, district and appellate courts in the Ninth Circuit have found amicus 

briefs appropriate in cases raising Second Amendment questions, including amicus 

briefs submitted by Giffords Law Center and other gun-violence-prevention 

groups.  See, e.g., Peruta v. Cty. of San Diego, 824 F.3d 919, 943 (9th Cir. 2016) 

(Graber, J., concurring) (citing Giffords Law Center brief (under former name Law 

Center to Prevent Gun Violence) in upholding California’s restrictions on 

concealed firearms); Fyock v. City of Sunnyvale, Case No. 14-15408, Dkt. 83 (9th 

Cir. Oct. 21, 2014) (granting motion of Brady Center to Prevent Gun Violence and 

the Major Chiefs Association to file amici curiae brief); Rupp v. Becerra, 401 F. 

Supp. 3d 978, 991 (C.D. Cal. 2019) (relying on statistics from “Everytown for Gun 

Safety’s amicus brief”).  

Giffords Law Center’s participation as an amicus curiae is desirable 

because the organization has substantial expertise with the minimum-age 

restriction at issue in this case and the relevant data and social science 

demonstrating its effectiveness.  The important constitutional principles at stake 

here—including California’s ability to protect public safety through calibrated 

firearm regulations—are fundamental to Giffords Law Center’s mission and 

critically important to its supporters.  Its proposed amicus brief can help the Court 

evaluate the parties’ claims by presenting data and social science that support 

California’s restrictions on 18-to-20-year-olds’ ability to purchase and possess 

firearms.  
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* * * 

For the foregoing reasons, Giffords Law Center respectfully requests 

that the Court grant its motion for leave to file an amicus brief.  

Dated: January 3, 2020 
/s/ Robert A. Sacks  
Robert A. Sacks (Bar No. 150146) 
SULLIVAN & CROMWELL LLP 
1888 Century Park East 
Los Angeles, CA  90067 
Telephone:  310-712-6600 
Facsimile:  310-712-8800 
sacks@sullcrom.com 
 
Attorney for Amicus Curiae 
Giffords Law Center to Prevent 
Gun Violence. 
 
 

 
 
Of Counsel  
 
Hannah Shearer 
hshearer@giffords.org 
J. Adam Skaggs  
askaggs@giffords.org 
GIFFORDS LAW CENTER TO 
PREVENT GUN VIOLENCE 
268 Bush St. # 555 
San Francisco, CA 94104 
 
Leonid Traps 
trapsl@sullcrom.com  
Angela N. Ellis 
ellisan@sullcrom.com 
Jackson Froliklong 
froliklongj@sullcrom.com  
Rachel VanGelder 
vangelderr@sullcrom.com 
125 Broad Street 
New York, NY  10004 
Telephone:  212-558-4000 
Facsimile:  212-558-3558 
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 CERTIFICATE OF SERVICE 

I certify that on January 3, 2020, I filed the foregoing document with 

the Clerk of the Court for the United States District Court, Southern District of 

California, by using the Court’s CM/ECF system, which will send notification of 

electronic filing (NEF) to all counsel of record. 

        
/s/ Robert A. Sacks  
Robert A. Sacks  
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 CORPORATE DISCLOSURE STATEMENT 

Giffords Law Center to Prevent Gun Violence has no parent 

corporations.  It has no stock and hence no publicly held company owns 10% or 

more of its stock.  
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INTEREST OF AMICUS CURIAE 

Amicus curiae Giffords Law Center to Prevent Gun Violence 

(“Giffords Law Center”) is a non-profit policy organization dedicated to researching, 

writing, enacting, and defending laws and programs proven to effectively reduce gun 

violence.  The organization was founded more than a quarter-century ago following 

a gun massacre at a San Francisco law firm and was renamed Giffords Law Center 

in October 2017 after joining forces with the gun-safety organization founded by 

former Congresswoman Gabrielle Giffords.  Today, Giffords Law Center provides 

free assistance and expertise to lawmakers, advocates, legal professionals, law 

enforcement officials, and citizens who seek to improve the safety of their 

communities.  Giffords Law Center has provided informed analysis as an amicus in 

many firearm-related cases, including in Hirschfeld v. Bureau of Alcohol, Tobacco, 

Firearms & Explosives, 2019 WL 4923955 (W.D. Va. Oct. 4, 2019), District of 

Columbia v. Heller, 554 U.S. 570 (2008), McDonald v. City of Chicago, 561 U.S. 

742 (2010), Fyock v. City of Sunnyvale, 779 F.3d 991 (9th Cir. 2015), and Teixeira 

v. Cty. of Alameda, 873 F.3d 670 (9th Cir. 2017) (en banc).1 

 

                                           
1  Several courts have cited research and information from Giffords Law 
Center’s amicus briefs in Second Amendment rulings.  E.g., Hirschfeld, 2019 WL 
4923955, at *5, *9; Ass’n of N.J. Rifle & Pistol Clubs v. AG N.J., 910 F.3d 106, 121-
22 (3d Cir. 2018); Md. Shall Issue v. Hogan, 353 F. Supp. 3d 400, 403-05 (D. Md. 
2018); Stimmel v. Sessions, 879 F.3d 198, 204, 208, 210 (6th Cir. 2018); Peruta v. 
Cty. of San Diego, 824 F.3d 919, 943 (9th Cir. 2016) (en banc) (Graber, J., 
concurring).  Giffords Law Center filed the latter two briefs under its former name, 
the Law Center to Prevent Gun Violence. 
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 INTRODUCTION2 

The data is clear that young people aged 18-to-20 disproportionately 

use firearms to commit crime and attempt suicide.  Cognitive science explains these 

troubling statistics: minors are more impulsive and volatile than adults because their 

brains are still developing.  This impulsivity makes them more likely to use guns 

irresponsibly.  Accordingly, restricting 18-to-20-year-olds’ access to firearms 

represents a calibrated, data-driven solution to reduce gun violence. 

California lawmakers recognized this when they enacted California 

Penal Code § 27510 in 2011.  Cal. Penal Code § 27510 (2011).  The 2011 law 

restricted 18-to-20-year-olds from purchasing handguns, but the law did not extend 

to long guns, including assault rifles.  Then, “[o]n February 14, 2018 Nikolas Cruz 

shot and killed seventeen people and wounded an additional seventeen people at 

Marjory Stoneman Douglas High School in Parkland, Florida.  The perpetrator was 

19-years old at the time of the incident, and he used assault rifles.”  SB 1100 Senate 

Floor Analysis (May 26, 2018), at 5. 

The Parkland massacre prompted the California Legislature to 

reexamine the distinction between long guns and hand guns.  The Legislature 

considered the fact that, “of the 26,682 guns used in crimes that were entered into 

the California Department of Justice Automated Firearms Systems database, 11,500 

were long guns.”  Assembly Standing Committee on Public Safety Hearing of 06-19-

2018, 2017-2018 Sess. (Cal. 2018) (statement of Sen. Anthony Portantino).  The 

Legislature also considered the outsized role of long guns in youth suicides, 

emphasizing that “[d]ata shows about 39% of all suicides by people under 21 are 

committed with a gun, and more often than not a long gun is used rather than a 

                                           
2 No counsel for a party authored this brief in whole or in part.  No person other 
than amicus or its counsel contributed money to fund this brief’s preparation or 
submission. 
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handgun.”  Assembly Floor Hearing of 08-28-2018, 2017-2018 Sess. (Cal. 2018) 

(statement of Assemb. Rob Bonta).  

Faced with these stark statistics, and the grave responsibility to protect 

its citizens, the California Legislature determined that the distinction between long 

guns and handguns was unsupportable.  In 2019, the Legislature amended California 

Penal Code § 27510.  SB 1100, enacted in 2018 and effective as of January 1, 2019, 

prohibits federally licensed firearms dealers (“FFLs”) in California from transferring 

long guns to individuals under 21 years of age.  This restriction does not apply to 

those who “possess[] a valid, unexpired hunting license”; are employed as peace 

officers, federal officers or law enforcement agents; or are members of the military.  

Cal. Penal Code § 27510(b).  SB 61, enacted in 2019 and effective as of January 1, 

2020, narrowed these exceptions by prohibiting FFLs from transferring semi-

automatic centerfire rifles (a subset of long guns that does not include, for example, 

shotguns) to any person under the age of 21.  Law enforcement agents and active 

and reserve members of the Armed Forces are exempted from SB 61, but the 

exemption does not extend to those with a hunting license or retired members of the 

Armed Forces.  SB 61, 2019-2020 Sess. (Cal. 2019).  This means that under the new 

measure, hunting license-holders may still purchase shotguns from FFLs, but may 

not purchase semi-automatic centerfire rifles from them.  Neither SB 1100 nor SB 

61 prevents transfers of firearms to 18-to-20-year-olds by immediate family. 

Plaintiffs now challenge amended California Penal Code § 27510 

(“Section 27510”).  They acknowledge (as they must) that California’s interest in 

reducing gun violence is “important,” and that 18-to-20-year-olds commit gun 

violence “at a higher rate comparatively.”  (ECF No. 21-1 (“Pls.’ Mem.”) at 18, 23.)  

Nevertheless, they contend that Section 27510 “will have no effect on homicides, 

suicides, or mass shootings.”  (Id. at 29.)  This is simply wrong.  Studies the 

California legislature could legitimately rely on repeatedly find a robust connection 

between the enactment of age-based restrictions such as Section 27510 and a decline 
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in firearm-related adolescent deaths.  This is unsurprising, given the outsized role of 

18-to-20-year-olds in violent crimes and suicides.  

For these reasons, and those explained in Defendants’ Opposition to 

Plaintiffs’ Motion for Preliminary Injunction (ECF No. 25 (“Defs.’ Opp. to Pls.’ 

Mot.”)), Section 27510 comports with the Second Amendment.  Plaintiffs failed to 

establish that they are likely to succeed on the merits of their claim and their motion 

should be denied. 
ARGUMENT 

Courts in the Ninth Circuit must apply a “two-step inquiry to analyze 

claims that a law violates the Second Amendment.”  United States v. Torres, 911 

F.3d 1253, 1258 (9th Cir. 2019).  This test “(1) asks whether the challenged law 

burdens conduct protected by the Second Amendment and (2) if so, directs courts to 

apply an appropriate level of scrutiny.”  Id.  Section 27510 easily passes this test. 

“[T]he first step of [the] analysis requires [the court] to explore the 

amendment’s reach based on a historical understanding of the scope of the [Second 

Amendment] right” because a court “cannot apply the Second Amendment to protect 

a right that does not exist under the Amendment.”  Id. (internal quotations omitted).  

If the challenged law does not burden conduct historically protected by the Second 

Amendment, then the law is valid without further review.  Teixeira v. Cty. of 

Alameda, 873 F.3d 670, 682 (9th Cir. 2017) (en banc). 

“If a prohibition falls within the historical scope of the Second 

Amendment, [the court] must then proceed to the second step of the Second 

Amendment inquiry to determine the appropriate level of scrutiny.”  Jackson v. City 

& Cty. of San Francisco, 746 F.3d 953, 960 (9th Cir. 2014).  The level of scrutiny 

“depend[s] on (1) how close the law comes to the core of the Second Amendment 

right, and (2) the severity of the law’s burden on the right.”  United States v. Chovan, 

735 F.3d 1127, 1138 (9th Cir. 2013) (internal quotations omitted).  The core of the 

Second Amendment is “the right of law-abiding, responsible citizens to use arms in 
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defense of hearth and home.”  District of Columbia v. Heller, 554 U.S. 570, 635 

(2008) (emphasis added).  Only a law that “implicates the core of the Second 

Amendment right and severely burdens that right warrants strict scrutiny.  

Otherwise, intermediate scrutiny is appropriate.”  Silvester v. Harris, 843 F.3d 816, 

821 (9th Cir. 2016) (citation omitted).  “To uphold a regulation under intermediate 

scrutiny, [the Ninth Circuit has] identified two requirements: (1) the government’s 

stated objective must be significant, substantial, or important; and (2) there must be 

a ‘reasonable fit’ between the challenged regulation and the asserted objective.”  Id. 

at 821-22.  

A law may be upheld as constitutional at either step of the two-step 

inquiry.  Here, Section 27510 survives at both steps.  First, as the Defendants 

explained, history and tradition show that state and federal governments have 

regulated 18-to-20-year-olds’ access to firearms since the founding of this nation.  

(See Defs.’ Opp. to Pls.’ Mot. at 7-9.)  Section 27510 is therefore constitutional at 

the threshold inquiry.  Second, as explained below, even if this Court proceeds to 

step two, Section 27510 survives because (1) at most, intermediate scrutiny applies, 

as the law does not substantially burden the core of the Second Amendment; and 

(2) legislative history and scientific data demonstrate that Section 27510 easily 

survives intermediate scrutiny: California’s interests in public health and safety are 

significant, substantial and important, and there is a reasonable fit between Section 

27510’s restrictions and California’s public safety objectives.   

I. AT MOST, SECTION 27510 IS SUBJECT TO INTERMEDIATE 
SCRUTINY. 

The second step of the Ninth Circuit’s Second Amendment inquiry 

“directs courts to apply an appropriate level of scrutiny.”  Chovan, 735 F.3d at 1136.  

“[I]ntermediate scrutiny is appropriate ‘if a challenged law does not implicate a core 

Second Amendment right, or does not place a substantial burden on the Second 
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Amendment right.’”  Torres, 911 F.3d at 1262 (quoting Jackson, 746 F.3d at 961).  

There is “near unanimity in the post-Heller case law that, when considering 

regulations that fall within the scope of the Second Amendment, intermediate 

scrutiny is appropriate.”  Id. (quoting Silvester, 843 F.3d at 823).   

This case is no exception: Section 27510 is a common-sense measure 

that does not substantially burden Second Amendment rights.  First, it applies only 

to a class of people—minors—who fall outside the core of the Second Amendment’s 

protections.  Heller defines the core Second Amendment right as “the right of law-

abiding, responsible citizens to use arms in defense of hearth and home.”  Heller, 

554 U.S. at 635 (emphasis added).  Section 27510 does not apply to this core group, 

but to minors, a group recognized throughout history to require close supervision to 

access firearms responsibly.  Furthermore, the measure is limited in time, as those 

covered by the age restriction will age out in a limited number of years and be able 

to fully exercise the right to bear arms once they have developed the maturity to 

responsibly do so.  Cf. Torres, 911 F.3d at 1263 (applying intermediate scrutiny and 

finding the challenged law’s burden was “tempered, because there is nothing 

indicating that the prohibition on firearm possession extends beyond the time that an 

alien’s presence in the United States is unlawful”); Chovan, 735 F.3d at 1138 

(applying intermediate scrutiny even when law imposes a “lifetime ban” on all 

firearm possession by individuals with domestic violence convictions because it 

“exempts those with expunged, pardoned, or set-aside convictions, or those who 

have had their civil rights restored”).   

Second, Section 27510 is a commercial regulation on sales and 

transfers. It is not a ban on possession.  Several avenues remain open for 18-to-20-

year-olds to possess and use handguns and long guns, including transfers from 

immediate family members and loans for target shooting.  (See Defs.’ Opp. to Pls.’ 

Mot. at 3-4 (citing Cal. Penal Code §§ 16720, 16960(g), 26545, 27875, 27880, 

27885, 27910).)  Section 27510 also provides numerous exemptions, including 
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permitting individuals under the age of 21 to purchase long guns (other than semi-

automatic centerfire rifles) if they have a valid hunting license.  The Legislature 

found this exception appropriate because California residents who wish to obtain a 

hunting license must complete safety and other instruction to help ensure they use 

firearms responsibly.  In particular, license applicants must complete the California 

Hunter Education Certification requirements, including an online safety course, a 

four-hour lesson with a certified hunter education instructor, a student demonstration 

of safe firearm handling, and a test.3  And though Plaintiffs complain that a hunting 

license is not “easy to obtain” (Pls.’ Mem. at 8 n.5), courts have upheld much more 

burdensome firearm eligibility requirements under intermediate scrutiny, such as the 

requirement that one get a criminal record expunged.  Chovan, 735 F.3d at 1138 

(“[W]hile we recognize that [the challenged law] substantially burdens Second 

Amendment rights, the burden is lightened by these exceptions.”).4 

II. SECTION 27510 EASILY SATISFIES INTERMEDIATE 
SCRUTINY. 

Intermediate scrutiny requires “(1) the government’s stated objective to 

be significant, substantial, or important; and (2) a reasonable fit between the 

challenged regulation and the asserted objective.”  Chovan, 735 F.3d at 1139.  In 

evaluating the constitutionality of a firearm restriction, courts should not “substitute 

[their] own policy judgment for that of the legislature.”  Pena v. Lindley, 898 F.3d 

969, 979 (9th Cir. 2018).  Rather, they “must accord substantial deference to the 

predictive judgments of” the legislature and allow it “a reasonable opportunity to 

                                           
3  See SB 1100 Senate Floor Analysis (May 26, 2018), at 6-7. 
4  Even if this Court applies strict scrutiny (it should not), Section 27510 should 
be upheld because, for the reasons discussed further below, the Legislature narrowly 
tailored the law to a compelling governmental interest in safety and crime reduction.  
See Chovan, 735 F.3d at 1150 (Bea, J., concurring) (“[T]he government’s interest in 
public safety and preventing gun violence is sufficiently compelling and narrowly 
tailored to satisfy th[e] prongs of strict scrutiny analysis.”). 
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experiment with solutions to [this] admittedly serious problem[].”  Id. at 979-80 

(quoting Turner Broad. Sys., Inc. v. FCC, 520 U.S. 180, 195 (1997) and City of 

Renton v. Playtime Theatres, Inc., 475 U.S. 41, 52 (1986)).  Courts may look to 

legislative history as well as scientific or other studies to determine whether 

intermediate scrutiny is satisfied.  Id. at 979 (citing Fyock v. Sunnyvale, 779 F.3d 

991, 1000 (9th Cir. 2015) (considering legislative history “as well as studies in the 

record or cited in pertinent case law”)).  Here, both the legislative history and studies 

on adolescent gun violence demonstrate that Section 27510 is a constitutional and 

prudent measure to address gun violence. 

A. Legislative History Demonstrates that Section 27510 Is a 
Commonsense and Targeted Response to a Grave Public 
Safety Risk. 

The California Legislature amended Section 27510 to address a serious 

public safety concern.5  California’s interest in protecting citizens is undoubtedly 

“substantial”; indeed, the Ninth Circuit found it “self-evident” that the government’s 

“interests in promoting public safety and reducing violent crime are substantial and 

important government interests.”  Fyock, 779 F.3d at 1000 (affirming denial of 

preliminary injunction motion). 

Here, the Legislature “recognize[d] the fact that young adults ages 18 

to 20 are statistically far more likely to commit homicide than older adults.”6  The 

Legislature also considered these troubling facts: “In 2015, 23.4 percent of those 

arrested for murder and non-negligent manslaughter in the U.S. were under 21 and 

26.5 percent of those arrested for ‘weapons carrying, possession, etc.’ were under 

                                           
5  SB 1100 Assembly Floor Analysis (Aug. 23, 2018), at 3, available at 
https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml?bill_id=20172018
0SB1100. 
6  Assembly Floor Hearing of 08-28-2018, 2017-2018 Sess. (Cal. 2018) 
(statement of Assemb. Rob Bonta). 
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age 21.”7  Further, while “[i]ndividuals age 18 to 20 compromise [sic] only 4% of 

the population[,]” they “commit 17% of gun homicides.”8  Ultimately, the 

Legislature agreed with the point that “[m]aturity, impulsive or reckless behavior, 

and responsibility vary greatly among 18-20 year olds,” which is why this age group 

is subject to numerous restrictions on otherwise lawful activity, including “buy[ing] 

alcohol, rent[ing] a car, or purchas[ing] a handgun” and that “the same age restriction 

should apply to long guns.”9 

Prior California law set different age requirements for handguns and 

long guns (at 21 and 18, respectively), but statistical evidence undermined that 

distinction:  
 “Over the years, long guns have changed . . . . Today’s semi-

automatic guns are more powerful and more lethal.  While 

handguns are used in the majority of gun deaths, long guns have 

been used to perpetrate many of the largest mass shootings in 

U.S. history, including the tragic event that took place in San 

Bernardino, California.”10 

 “Of the 26,682 guns used in crimes that were entered into the 

California Department of Justice Automated Firearms Systems 

database, 11,500 were long guns.”11   

                                           
7  SB 1100 Senate Floor Analysis (Aug. 28, 2018), at 5, available at 
https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml?bill_id=20172018
0SB1100. 
8  Id. 
9  Id.; see also SB 1100 Assembly Committee on Public Safety Bill Analysis 
(June 18, 2018), at 2-3, available at https://leginfo.legislature.ca.gov/faces/
billAnalysisClient.xhtml?bill_id=201720180SB1100. 
10  Assembly Floor Hearing of 08-28-2018, 2017-2018 Sess. (Cal. 2018) 
(statement of Assemb. Rob Bonta). 
11  Assembly Standing Committee on Public Safety Hearing of 06-19-2018, 2017-
2018 Sess. (Cal. 2018) (statement of Sen. Anthony Portantino); see also SB 1100 
Senate Committee on Public Safety Bill Analysis (Apr. 16, 2018), at 6-7, available 
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  “[T]he two most deadly recent school tragedies have been 

perpetrated by people under 21 with long guns.”12   

 “[A]bout 38% of all suicides by people under 21 are committed 

with a gun, and more often than not a long gun is used rather than 

a handgun.”13   

The California Legislature responded to these specific and significant concerns by 

enacting SB 1100 and SB 61, which provide similar restrictions on 18-to-20-year-

olds’ access to long guns as already existed for handguns.  As SB 61’s author stated, 

“[m]ore and more shootings are occurring with long guns so it is important that we 

treat the laws of both handguns and long guns the same.”14 

B. Scientific Research Confirms that the Legislature’s 
Concerns Were Well Founded and Its Solution Is Data-
Driven. 

Empirical research overwhelmingly supports the Legislature’s 

judgment: 18-to-20-year-olds are disproportionately likely to commit violent crimes 

and attempt suicide.  Firearms make violent crimes and suicide attempts far deadlier.  

Research also confirms that age-based firearm restrictions reduce firearm-related 

injuries and deaths.  

This is unsurprising.  Scientific literature is clear that 18-to-20-year-

olds are prone to take risks and deprioritize long-term outcomes.  See Nat’l Rifle 

Assoc. of Am., Inc. v. Bureau of Alcohol, Tobacco, Firearms, and Explosives, 700 

                                           
at https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml?bill
_id=201720180SB1100. 
12  Senate Floor Hearing of 08-29-2018, 2017-2018 Sess. (Cal. 2018) (statement 
of Sen. Anthony Portantino). 
13  Assembly Floor Hearing of 08-28-2018, 2017-2018 Sess. (Cal. 2018) 
(statement of Assemb. Rob Bonta). 
14  SB 61 Assembly Committee on Public Safety Bill Analysis (June 24, 2019), 
at 3, available at https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml
?bill_id=201920200SB61. 
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F.3d 185, 210 n.21 (5th Cir. 2012) (“[M]odern scientific research supports the 

commonsense notion that 18-to-20-year-olds tend to be more impulsive than young 

adults aged 21 and over.”).  Because “[t]he brain’s frontal lobes are still structurally 

immature well into late adolescence, and the prefrontal cortex is one of the last brain 

regions to mature,” key brain functions such as “response inhibition, emotional 

regulation, planning and organization . . . continue to develop between adolescence 

and young adulthood.”  Id. (quoting submission from the American Medical 

Association).   

These qualities—impulsiveness and emotional volatility—make easy 

gun access a disproportionate public health risk.  “Adolescents commit more crimes 

per capita than children or adults in the USA and in nearly all industrialized cultures.  

Their proclivity toward . . . risk taking has been suggested to underlie the inflection 

in criminal activity observed during this time.”15  The result is a pressing public 

safety problem, for which Section 27510 was a targeted and reasonable solution.   

1. Eighteen-to-Twenty-Year-Olds Are Disproportionately 
Likely to Commit Violent Crimes, Including Homicide, by 
Firearm. 

Eighteen-to-twenty-year-olds account for a disproportionate share of 

violent crimes and homicides in California.   

 In California, 18-to-20-year-olds make up 4% of the state 

population. From 2014 to 2018, there were 6,657 homicide 

offenders for whom the age of the offender was known.16  860 of 

these homicide offenders were between 18 and 20, amounting to 

approximately 13%.  This means that, where the offender’s age 

                                           
15  Sacks Decl., Ex. 1 at 1, 2, Michael Dreyfuss et al., Teens Impulsively React 
Rather than Retreat from Threat, 36 DEVELOPMENTAL NEUROSCIENCE 220, 220 
(2014). 
16  This count excludes negligent homicides. 
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 is known, 4% of California’s population is responsible for 

13% of homicides.17 

 Firearms are the most common method for committing homicide 

in the nation and in California.  Eighteen-to-twenty-year-old 

homicide offenders in California are also more likely to use 

firearms than any other means.  Roughly 70% of California 

homicide offenders in this age range used firearms to kill.18 

These statistics from California are consistent with nationwide research 

demonstrating the specific and significant danger posed by 18-to-20-year-olds with 

firearms: 
 Arrests for homicide, rape, and robbery peak from ages 18 to 

20.19  

 Though 18-to-20-year-olds make up under 5% of the population, 

they account for over 15% of homicide and manslaughter 

arrests.20 

 This general pattern has persisted over time.  The following 

chart, from 2009 and showing homicide offending rate by age, 

                                           
17  Federal Bureau of Investigation; U.S. Department of Justice Uniform Crime 
Reporting Program Data: Supplementary Homicide Reports, 2014–2018, Ann Arbor 
Inter-university Consortium for Political and Social Research.  This count includes 
all offenders, including co-offenders. 
18  Id. 
19  U.S. Department of Justice, Crime in the United States, Arrests, by Age, 2017, 
at Table 38, https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-
pages/tables/table-38. 
20  Id.; U.S. Census Bureau, Current Population Reports, Population Projections 
of the United States by Age, Sex, Race, and Hispanic Origin: 1995 – 2050 at 76, 
available at https://www.census.gov/prod/1/pop/p25-1130/p251130.pdf. 
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 vividly illustrates the disproportionate share of homicides 

committed by minors that year21: 

 
 FBI data also suggests that young people disproportionately 

commit homicides.  For example, 18-to-20-year-olds comprise 

under 5% of the U.S. population, but account for 17% of known 

homicide offenders.22 

 “Firearm homicides and violent crimes disproportionately 

involve individuals under age 21, both as perpetrators and as 

victims.”23  

                                           
21  Sacks Decl., Ex. 2 at 10, 15, Daniel W. Webster et al., The Case for Gun 
Policy Reforms in America, JOHNS HOPKINS CTR. FOR GUN POLICY & RESEARCH 1, 
5 (2012). 
22  Calculated using data from the FBI’s Supplementary Homicide Reports and 
US Census Bureau. Uniform Crime Reporting Program: Supplementary Homicide 
Reports (SHR), Washington, DC: Department of Justice, Federal Bureau of 
Investigation; US Census Bureau Population Estimates. 
23  ECF No. 21-15 (Marvell Decl.), Ex. 10 at 151, 222, Andrew R. Morral et al., 
The Science of Gun Policy: A Critical Synthesis of Research Evidence on the Effects 
of Gun Policies in the United States 1, 145 (2018); see also People v. Fields, 24 
N.E.3d 326, 344 (Ill. App. Ct. 2014) (“We also note that the 18-to-20-year-old age 
group is more likely to be directly interacting with and, thus, endangering juveniles 
under 18 years of age.”). 
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 2. Eighteen-to-Twenty-Year-Olds Attempt Suicide at 
Disproportionately High Rates and Access to Firearms 
Increases the Likelihood and Lethality of Those Suicide 
Attempts. 

Eighteen-to-twenty-year-olds are also disproportionately at risk of 

attempting suicide, and firearm access exacerbates this risk.  Many major psychiatric 

conditions first develop in adolescence,24 and suicide risk “increase[s] steeply during 

the first few years after” an individual’s first contact with psychiatric services.25  

Data from the Centers for Disease Control and Prevention show that suicide accounts 

for a higher percentage of deaths for 15-to-24-year-olds than for any other age 

group.26  Indeed, suicide is the second-most common cause of death among 18-to-

20-year-olds.27 

“Access to firearms is a key risk factor for suicide.”28  Firearm suicide 

is the suicide method with the highest fatality rate.  Whereas 4% of suicide attempts 

                                           
24  See Sacks Decl., Ex. 4 at 38, 44, Tomáš Paus et al., Why Do Many Psychiatric 
Disorders Emerge During Adolescence?, 9 NATURE REVIEWS NEUROSCIENCE 947, 
952 (2008) (“Anxiety disorders, bipolar disorder, depression, eating disorder, 
psychosis (including schizophrenia) and substance abuse all most commonly emerge 
during adolescence.”); Sacks Decl., Ex. 5 at 50, 52, Mental Health Disorder 
Statistics, JOHNS HOPKINS MEDICINE, https://www.hopkinsmedicine.org/health/ 
wellness-and-prevention/mental-health-disorder-statistics (explaining that 
schizophrenia typically “first appears in men during their late teens or early 
twenties”) (last visited Jan. 2, 2020). 
25  Sacks Decl., Ex. 3 at 30, 34, Merete Nordentoft et al., Absolute Risk of Suicide 
after First Hospital Contact in Mental Disorder, 68 ARCHIVES OF GENERAL 
PSYCHIATRY 1058, 1061 (2011). 
26  Centers for Disease Control and Prevention, Web-based Injury Statistics 
Query and Reporting System (WISQARS), Leading Cause of Death Reports, 
https://webappa.cdc.gov/sasweb/ncipc/leadcause.html. 
27  Id. 
28  Sacks Decl., Ex. 6 at 54, 56, American Public Health Association, Reducing 
Suicides by Firearms (2018), https://www.apha.org/policies-and-advocacy/public-
health-policy-statements/policy-database/2019/01/28/reducing-suicides-by-
firearms. 
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are fatal when the attempts do not involve a firearm,29 85% of suicide attempts 

involving a firearm are fatal.30  Suicide attempts are rarely repeated—more than 90% 

of people who survive a suicide attempt do not later die by suicide.31 Therefore a 

minor’s access to firearms during a suicide attempt often determines whether he dies 

or recovers.   

As the Legislature recognized, see supra Section II.A, 18-to-20-year-

olds are particularly at risk for suicides involving long guns.  Of suicides where the 

firearm type is known, most adults are twice as likely to die by handgun suicide as 

they are by long gun suicide.32  But 18-to-20-year-olds are much more likely to die 

by long gun suicides than other groups, likely at least in part because, prior to the 

effective date of Section 27510, they have had far easier access to long guns 

compared to handguns.  A recent study found that, while handguns are used in most 

suicides, long gun use is relatively higher among adolescents compared with 

adults.33  In fact, 18- and 19-year-olds are the only groups more likely to die by long 

gun suicide than handgun suicide.34  Long guns pose a unique risk to the 18-to-20-

year-old age group.  Section 27510’s long-gun age restriction addresses this risk. 

                                           
29  Sacks Decl., Ex. 7 at 64, 69, Matthew Miller et al., Suicide Mortality in the 
United States: The Importance of Attending to Method in Understanding 
Population-Level Disparities in the Burden of Suicide, 33 ANN. REV. PUB. HEALTH 
393, 397 (2012) (establishing that in 2001, there were 333,765 non-firearm suicide 
attempts and 13,753 fatalities). 
30  Id. 
31  Id. at Ex. 7 at 74-75, Miller et al. at 402-03. 
32  Sacks Decl., Ex. 8 at 85, 87, Thomas J. Hanlon et al., Type of Firearm Used 
in Suicides: Findings from 13 States in the National Violent Death Reporting System, 
2005–2015, 65 J. ADOLESCENT HEALTH 366, 367 (2019). 
33  Id. 
34  Centers for Disease Control and Prevention, Wide-ranging Online Data for 
Epidemiologic Research (WONDER), https://wonder.cdc.gov/controller/
datarequest?stage=search&action=current. 
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 3. State-Level Gun Control Measures, Including Age 
Restrictions, Are Effective. 

Studies also show that there is a more than “reasonable fit” between the 

government’s safety objectives and Section 27510.  Plaintiffs assert that “there is no 

evidence that gun laws banning the purchase or possession of legal firearms based 

on age restrictions have the intended effect of reducing gun homicides and suicides.”  

(Pls.’ Mem. at 22 (quoting Marvell Decl. ¶ 5).)35  This is false.  Studies have 

repeatedly found a connection between age restrictions such as Section 27510 and a 

decline in firearm-related adolescent deaths, especially suicides and unintentional 

shootings.  For instance, an August 2004 study found that state laws raising the 

minimum legal age to purchase a handgun to 21 were associated with a nine percent 

decline in firearm suicide rates among 18-to-20-year-olds.36  A survey of convicted 

gun offenders in 13 states also found that 17% of the offenders would have been 

prohibited from obtaining firearms at the time of the crime if the minimum legal age 

                                           
35  In a declaration, Thomas Marvell states that “[t]he impact of increasing 
minimum age to purchase a firearm from 18 to 21 is difficult to determine because 
very few states have made such a change.”  (ECF No. 21-15 (Marvell Decl.) ¶ 8.)  
Nevertheless, Mr. Marvell states that, “based on [his] and others’ research . . . [he 
has] no reason to believe” that an increase in the minimum age could reduce the 
30,000 annual gun deaths per year in the United States.  (Id. ¶¶ 8, 19.)  First, Mr. 
Marvell’s view of the literature is at odds with the twenty years of scholarship cited 
in this Section.  Second, Mr. Marvell’s uncertainty about the effectiveness of 
minimum age laws has no bearing on the constitutionality of Section 27510 because 
“[California is] entitled to rely on any evidence reasonably believed to be relevant 
to substantiate its important interests.”  Fyock, 779 F.3d at 1000 (internal quotation 
marks omitted).  Here, the record shows that California considered crime and suicide 
data when enacting Section 27510.  See supra Section II.A. 
36  ECF No. 21-15 (Marvell Decl.), Ex. 7 at 76, 81, Daniel W. Webster et al., 
Association between Youth-Focused Firearm Laws and Youth Suicides, 292 JAMA 
594, 598 (2004). 
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in that state had been 21 years, a finding that, according to the authors, 

“underscore[d] the importance of minimum-age restrictions.”37 

State gun control measures more generally have also proven effective 

in reducing gun violence among young people, including in the 18-to-20-year-old 

range.  An August 2019 study examined the 21,241 firearm-related deaths among 

U.S. children from 2011 to 2015.  Eighteen-to-twenty-one-year-olds made up more 

than half of these deaths (68.7%).  But state laws make a difference: the study found 

that every 10-point increase in a score measuring the strictness of a state’s gun 

control laws “decreases the firearm-related mortality rate in children by 4%” in its 

fully adjusted model.38  Another study published in August 2019 examined states 

using the same gun-law scores and found that the quartile of states with the strictest 

laws “have an annual pediatric firearm mortality rate of 2.563 per 100,000 [children 

aged 0-to-19-years-old] compared with states in the lowest quartile [with the least 

strict laws], where the mortality rate is almost twice as high at 5.005 per 100,000.”39 

Finally, research on the characteristics of mass shooters contradicts 

Plaintiffs’ casual assumption that state law cannot influence criminals’ behavior.  

Plaintiffs suggest that criminal shooters will simply continue to get guns in disregard 

of the law (see Pls.’ Mem. at 19 (quoting Lott Decl. ¶ 9)), such as by obtaining 

weapons illegally or from out-of-state.  In fact, most mass shooters obtain their 

weapons lawfully.  In a report examining active shootings from 2000 to 2013, the 

FBI concluded that “only very small percentages [of shooters] obtain[ed] a firearm 

                                           
37  Sacks Decl., Ex. 9 at 91, 95-96, Katherine A. Vittes et al., Legal Status and 
Source of Offenders’ Firearms in States with the Least Stringent Criteria for Gun 
Ownership, 19 INJURY PREVENTION 26, 29-30 (2013). 
38  Sacks Decl., Ex. 10 at 98, 101, Monika K. Goyal et al., State Gun Laws and 
Pediatric Firearm-Related Mortality, 144 PEDIATRICS No. 2, at 3 & tbl. 1 (2019). 
39  Sacks Decl., Ex. 11 at 109, 112, Sriraman Madhavan et al., Firearm 
Legislation Stringency and Firearm-Related Fatalities Among Children in the US, 
229 J. AM. COLLEGE SURGEONS 150, 152 (2019). 
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illegally,”40 indicating that these perpetrators are not necessarily sophisticated 

participants in the firearms black market.  Lawmakers therefore can, and should, 

assume that restricting access to long guns will deter criminal use of long guns—

precisely the type of reasonable assumption that underlies virtually all laws aimed at 

regulating dangerous products.  Accord, e.g., Nat’l Paint & Coatings Ass’n v. City 

of Chicago, 45 F.3d 1124, 1128-29 (7th Cir. 1995) (“Legislatures often enact laws 

that reduce but cannot eliminate the effects of movements across municipal and state 

borders.”). 

III. PLAINTIFFS RELY ON DUBIOUS EVIDENCE FROM A 
WIDELY DISCREDITED DECLARANT. 

Plaintiffs rely on a 22-paragraph declaration by economist John R. Lott 

to argue that Section 27510 does not survive intermediate scrutiny.  (Pls.’ Mem. at 

17-30; see ECF No. 21-17 (Lott Decl.).)  Plaintiffs cite Mr. Lott extensively, 

including for the (incorrect) propositions that there is “no credible evidence” that 

“raising the age to purchase or acquire a firearm will make any difference in 

curtailing mass school shootings,” that data suggesting that those under the age of 

21 are “disproportionately linked to crime” is “badly skewed,” and that “Defendants 

have no plausible argument that enjoining enforcement of California’s age-based 

gun ban will endanger public safety.”  (Pls.’ Mem. at 19, 23, 28.)  But as explained 

above, supra Section II.B, social science research establishes that 18-to-20-year-olds 

face a unique risk for firearm suicides and homicides. The research also confirms 

that laws like Section 27510 are effective in protecting against this risk.   

It is unsurprising, however, that Mr. Lott takes a position opposite to 

the wide body of research.  Mr. Lott makes his living offering intellectually dubious 

                                           
40  Sacks Decl., Ex. 22 at 393, 400, U.S. Dep’t of Justice, Federal Bureau of 
Investigation, A Study of the Pre-Attack Behaviors of Active Shooters in the United 
States Between 2000 and 2013, at 7 (June 2018), https://www.fbi.gov/file-
repository/pre-attack-behaviors-of-active-shooters-in-us-2000-2013.pdf/view. 
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and scientifically flawed opinions on firearm policy.  His declaration in this case 

should be given no weight. 

A. Mr. Lott’s Research Methodologies Have Been Widely 
Criticized.  

Mr. Lott’s research methodology on the impact of firearm restrictions 

on crime rates has been criticized as fundamentally flawed.  Academics including 

Stanford University Professors Abhay Aneja and John J. Donohue III, in reviewing 

Mr. Lott’s research on “right-to-carry” laws and the National Research Council’s 

subsequent critical evaluation of that research, concluded that Mr. Lott’s data set 

included “several coding errors” that skewed his conclusions, such as incorrect 

coding for the year in which several states adopted right-to-carry laws, and an “area 

variable,” which was used to compute county density, that was “missing data.”41  

Moreover, as Professors Aneja and Donohue observed, Mr. Lott neglected “major 

factors influencing the pattern of U.S. crime in recent decades,” such as increases in 

the prison and police populations.42  Professor Donohue published a separate critique 

with Yale Law School Professor Ian Ayres, concluding that Mr. Lott’s research had 

“not withstood the test of time” as his results “collapsed” when “more complete” 

data sets were “tweaked in plausible ways.”43  Like Professors Aneja and Donohue, 

Professors Ayres and Donohue also noted significant coding errors in Mr. Lott’s past 

work, including one that, when corrected, undermined Mr. Lott’s claim that “right 

to carry” laws resulted in a “statistically significant” reduction in robbery.44 

                                           
41  Sacks Decl., Ex. 12 at 118, 167-68, Abhay Aneja et al., The Impact of Right-
to-Carry Laws and the NRC Report:  Lessons for the Empirical Evaluation of Law 
and Policy, 13 AM. LAW & ECON. REV. 565, 585, 613-14 (2011).   
42 Id. at Ex. 12 at 168-69, Aneja et al. at 614-15.   
43  Sacks Decl., Ex. 13 at 187, 292, Ian Ayres et al., Shooting Down the “More 
Guns, Less Crime” Hypothesis, 55 STAN. L. REV. 1193, 1296 (2003).   
44  Id. at Ex. 13 at 257, Ayres et al. at 1261. 
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Critics have also observed that Mr. Lott has adopted carefully crafted 

definitions for what constitute “mass shootings” and “gun-free zones,” citing 

significant discrepancies between his research—which he claimed showed that 94% 

of mass shootings since 1950 occurred in gun free zones—and other experts’, who 

have found that only 10% of mass shootings occur in gun-free zones.45  For example, 

Mr. Lott excludes from the definition of mass shootings those “that resulted from 

gang or drug violence or during the commission of a crime,” as well as shootings 

that occur in a private residence.46  As for gun-free zones, Mr. Lott has adopted a 

sweeping definition that includes even areas where law enforcement and military 

police are regularly present and permitted to carry guns.47  This bizarre definition 

leads Mr. Lott to an illogical result: he classifies shootings that occurred in areas 

where guns were both permissible and present—such as those that occurred at Fort 

Hood, the Washington Navy Yard, and Pensacola Naval Base—as having occurred 

in gun-free zones.48    In order to support his outlier claims about the efficacy of 

firearm restrictions, Mr. Lott relies on assumptions that diverge from other experts 

and defy common sense. 

                                           
45  Sacks Decl., Ex. 14 at 309, Meg Kelly, Do 98 Percent of Mass Public 
Shootings Happen in Gun-Free Zones?, WASH. POST., May 10, 2018, 
https://www.washingtonpost.com/news/fact-checker/wp/2018/05/10/do-98-
percent-of-mass-public-shootings-happen-in-gun-free-zones; Sacks Decl., Ex. 15 at 
313, UPDATED: Mass Public Shootings Keep Occurring In Gun-Free Zones: 94% 
of Attacks Since 1950, Crime Prevention Research Center (updated July 6, 2019), 
https://crimeresearch.org/2018/06/more-misleading-information-from-bloombergs-
everytown-for-gun-safety-on-guns-analysis-of-recent-mass-shootings/; Sacks 
Decl., Ex. 16 at 330, Evan Defilippis et al., The GOP’s Favorite Gun ‘Academic’ is 
a Fraud, ThinkProgress (Aug. 12, 2016), https://thinkprogress.org/ debunking-john-
lott-5456e83cf326/. 
46  Sacks Decl., Ex. 14 at 311-12, Meg Kelly, Do 98 Percent of Mass Public 
Shootings Happen in Gun-Free Zones?, WASH. POST., May 10, 2018, 
https://www.washingtonpost.com/news/fact-checker/wp/2018/05/10/do-98-
percent-of-mass-public-shootings-happen-in-gun-free-zones/. 
47  Id. 
48  Id. 
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 B. Mr. Lott Has a History of Failing to Provide Data and 
Evidence to Back up His Claims. 

In order for a scientific finding to be credible, the underlying research 

must be replicable.  But Mr. Lott is known for publishing research without revealing 

his underlying source data, preventing others from testing the validity of his 

conclusions.  For instance, critics have questioned Mr. Lott’s inability to produce 

any of the poll data underlying a 1997 survey, which purportedly showed that 

“merely brandishing a weapon successfully deterred criminal attacks 98 percent of 

the time.”49  According to Mr. Lott, the data was lost when his computer crashed.   

But experts have found this explanation implausible.  Northwestern Professor James 

Lindgren, for example, commented that “all evidence of a study with 2,400 

respondents does not just disappear when a computer crashes,” noting the absence 

of records relating to the funding of the survey, the cost of the survey, student 

volunteers who assisted with the survey, the survey instrument, or any individual 

responses to the survey.50 

                                           
49  Sacks Decl., Ex. 17 at 344, 345-46, Claudia Deane et al., A Fabricated Fan 
and Many Doubts, WASH. POST, Feb. 11, 2003, https://www.washingtonpost.com/ 
archive/politics/2003/02/11/a-fabricated-fan-and-many-doubts/b086b96f-0c86-
417e-afe9-c4623d5e936f/. 
50  Sacks Decl., Ex. 18 at 347, 355-56, James Lindgren, Comments on Questions 
About John R. Lott’s Claims Regarding a 1997 Survey (Jan. 17, 2003), 
https://web.archive.org/web/20130304061928/http:/www.cse.unsw.edu.au/~
lambert/guns/lindgren.html.  One individual, Minnesota lawyer David M. Gross, 
came forward several years after Mr. Lott had purportedly conducted his survey, 
claiming to have been a participant.  But Mr. Gross’s emergence does not help Lott’s 
credibility.  Mr. Gross was a former National Rifle Association board member and 
the founding director of the Minnesota Gun Owners Civil Rights Alliance.  Even 
assuming Mr. Lott’s 1997 survey actually happened, a leading pro-gun advocate’s 
inclusion in a sample of 2,400 out of 3 million Americans suggests that Mr. Lott’s 
“sampling” was not random.  Sacks Decl., Ex. 19 at 375, 379-381, Timothy Noah, 
The Bellesiles of the Right? Another Firearms Scholar Whose Dog Ate His Data, 
SLATE, Feb. 3, 2003, https://slate.com/news-and-politics/2003/02/bellesiles-of-the-
right.html. 
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 C. Mr. Lott’s Work Is Rarely Published in Peer-Reviewed 
Journals. 

Mr. Lott is not affiliated with a university, and “[l]ittle of his gun 

research has been published in peer-reviewed journals.”51  The Supreme Court, in 

the context of evaluating the reliability of expert testimony, has recognized that peer 

review—i.e., “submission to the scrutiny of the scientific community”—“increases 

the likelihood that substantive flaws in methodology will be detected” and is thus a 

“relevant consideration” in evaluating the “validity of a particular technique or 

methodology on which an opinion is premised.”  Daubert v. Merrell Dow Pharm., 

Inc., 509 U.S. 579, 593-94 (1993).  Mr. Lott’s failure to publish peer-reviewed work 

calls into question the reliability of his methods and validity of his conclusions.  Mr. 

Lott apparently shares this concern, having publicly claimed that he was published 

in a peer-reviewed journal that, in reality, actually rejected his work.52 

D. Mr. Lott Has Committed Several Ethical Violations to 
Defend His Work from Criticism. 

In addition to ample criticism about his substantive work and methods, 

Mr. Lott has engaged in a pattern of unethical behavior that further undermines his 

credibility.  For example, Mr. Lott has used an assumed, fictional identity to post 

praise for himself online and to defend himself from critics, even masquerading as a 

former student and posting:  “he was the best professor I ever had.”53  On another 

                                           
51  Sacks Decl., Ex. 20 at 384, 385, Peter Moskowitz, Inside the Mind of 
America’s Favorite Gun Researcher, PACIFIC STANDARD (Updated Sept. 23, 2018), 
https://psmag.com/magazine/inside-the-mind-of-americas-favorite-gun-researcher. 
52  Sacks Decl., Ex. 16 at 330, 334, Evan Defilippis et al., The GOP’s Favorite 
Gun ‘Academic’ is a Fraud, ThinkProgress (Aug. 12, 2016), 
https://thinkprogress.org/debunking-john-lott-5456e83cf326.  
53  Sacks Decl., Ex. 21 at 390, 391, Richard Morin, Scholar Invents Fan to 
Answer His Critics, WASH. POST, Feb. 1, 2003, https://www.washingtonpost.com/ 
archive/lifestyle/ 2003/02/01/ scholar-invents-fan-to-answer-his-critics/f3ae3f46-
68d6-4eee-a65e-1775d45e2133/. 
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occasion, Mr. Lott wrote a first-person narrative in which he claimed to be 

Dartmouth student and stalking victim Taylor Woolrich, criticizing Dartmouth for 

not letting her carry a gun for self-defense.54 

 
* * * 

In short, Mr. Lott’s work is highly suspect.  Experts have widely 

critiqued his methodology, pointing out coding errors, biases, and questionable 

definitions and assumptions.  He has published his gun research without peer-

review, and, when asked to produce his source data, he has been unable to deliver.  

Finally, he is notorious for deceptive tactics such as posting under false identities.  

Accordingly, this Court should give no weight to Mr. Lott’s declaration.   

Even if the Court were inclined to credit some of Mr. Lott’s assertions, 

at most, his arguments suggest that research on the effectiveness of minimum age 

laws is subject to academic debate.  On the one side, the California legislature relied 

on crime data from official sources and made judgments supported by peer-reviewed 

social science studies; on the other side, the challengers produced expert witnesses 

who reject that research.  The disagreement of experts does not render California’s 

law unconstitutional because courts “do not demand of legislatures ‘scientifically 

certain criteria of legislation.’”  Paris Adult Theatre I v. Slaton, 413 U.S. 49, 60 

(1973) (internal citation omitted).  Indeed, when a state regulates “in areas fraught 

with medical and scientific uncertainties, legislative options must be especially 

broad and courts should be cautious not to rewrite legislation.”  Marshall v. United 

States, 414 U.S. 417, 427 (1974); Kansas v. Hendricks, 521 U.S. 346, 360 n.3 (1997) 

(where psychiatric professionals joined conflicting amicus briefs, their 

disagreements “do not tie the State’s hands” in its policy choices).  The contrary 

                                           
54 Sacks Decl., Ex. 16 at 330, 340-41, Evan Defilippis et al., The GOP’s Favorite 
Gun ‘Academic’ is a Fraud, ThinkProgress (Aug. 12, 2016, 4:45 PM), 
https://thinkprogress.org/debunking-john-lott-5456e83cf326. 
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conclusions of Plaintiffs’ experts, including Mr. Lott, have no bearing on the 

constitutionality of Section 27510 in light of the substantial record showing that 

California considered robust and reliable data when enacting Section 27510 (see 

supra Section II), and drew “reasonable inferences” from that data.  Mahoney v. 

Sessions, 871 F.3d 873, 883 (9th Cir. 2017).   
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 CONCLUSION 

For the foregoing reasons, and those set forth by Defendants, the Court 

should deny the Plaintiffs’ Motion for Preliminary Injunction. 
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DECLARATION OF ROBERT A. SACKS 

I, Robert A. Sacks, declare: 

1. I am a member of the Bars of the State of California and this Court, and 

am a partner in the firm of Sullivan & Cromwell LLP, attorneys for amicus curiae 

Giffords Law Center to Prevent Gun Violence (“Giffords Law Center”).  I submit 

this declaration in support of Giffords Law Center’s amicus Brief in Support of 

Defendants’ Opposition to Plaintiffs’ Motion for Preliminary Injunction.  I have 

personal knowledge of the facts set forth in this Declaration and, if called as a 

witness, I would testify competently thereto. 

2. Attached as Exhibit 1 is a true and correct copy of Michael Dreyfuss et 

al., Teens Impulsively React Rather than Retreat from Threat, 36 DEVELOPMENTAL 

NEUROSCIENCE 220 (2014). 

3. Attached as Exhibit 2 is a true and correct copy of Daniel W. Webster 

et al., The Case for Gun Policy Reforms in America, JOHNS HOPKINS CTR. FOR GUN 

POLICY & RESEARCH (2012), https://www.jhsph.edu/research/centers-and-

institutes/johns-hopkins-center-for-gun-policy-and-

research/publications/WhitePaper020514 _CaseforGunPolicyReforms.pdf. 

4. Attached as Exhibit 3 is a true and correct copy of Merete Nordentoft 

et al., Absolute Risk of Suicide after First Hospital Contact in Mental Disorder, 68 

ARCHIVES OF GENERAL PSYCHIATRY 1058 (2011). 

5. Attached as Exhibit 4 is a true and correct copy of Tomáš Paus et al., 

Why Do Many Psychiatric Disorders Emerge During Adolescence?, 9 NATURE 

REVIEWS NEUROSCIENCE 947 (2008). 

6. Attached as Exhibit 5 is a true and correct copy of Mental Health 

Disorder Statistics, JOHNS HOPKINS MEDICINE, 

https://www.hopkinsmedicine.org/health/wellness-and-prevention/mental-health-

disorder-statistics (last visited Jan. 2, 2020). 
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7. Attached as Exhibit 6 is a true and correct copy of American Public 

Health Association, Reducing Suicides by Firearms (2018), 

https://www.apha.org/policies-and-advocacy/public-health-policy-

statements/policy-database/2019/01/28/reducing-suicides-by-firearms. 

8. Attached as Exhibit 7 is a true and correct copy of Matthew Miller et 

al., Suicide Mortality in the United States: The Importance of Attending to Method 

in Understanding Population-Level Disparities in the Burden of Suicide, 33 ANN. 

REV. PUB. HEALTH 393 (2012).  

9. Attached as Exhibit 8 is a true and correct copy of Thomas J. Hanlon et 

al., Type of Firearm Used in Suicides: Findings from 13 States in the National 

Violent Death Reporting System, 2005–2015, 65 J. ADOLESCENT HEALTH 366 

(2019). 

10. Attached as Exhibit 9 is a true and correct copy of Katherine A. Vittes 

et al., Legal Status and Source of Offenders’ Firearms in States with the Least 

Stringent Criteria for Gun Ownership, 19 INJURY PREVENTION 26 (2013). 

11. Attached as Exhibit 10 is a true and correct copy of Monika K. Goyal 

et al., State Gun Laws and Pediatric Firearm-Related Mortality, 144 PEDIATRICS 

No. 2 (2019). 

12. Attached as Exhibit 11 is a true and correct copy of Sriraman Madhavan 

et al., Firearm Legislation Stringency and Firearm-Related Fatalities Among 

Children in the US, 229 J. AM. COLLEGE SURGEONS 150 (2019). 

13. Attached as Exhibit 12 is a true and correct copy of Abhay Aneja et al., 

The Impact of Right-to-Carry Laws and the NRC Report:  Lessons for the Empirical 

Evaluation of Law and Policy, 13 AM. LAW & ECON. REV. 565 (2011). 

14. Attached as Exhibit 13 is a true and correct copy of Ian Ayres et al., 

Shooting Down the “More Guns, Less Crime” Hypothesis, 55 STAN. L. REV. 1193 

(2003). 
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15. Attached as Exhibit 14 is a true and correct copy of Meg Kelly, Do 98 

Percent of Mass Public Shootings Happen in Gun-Free Zones?, WASH. POST., May 

10, 2018, https://www.washingtonpost.com/news/fact-checker/wp/2018/05/10/do-

98-percent-of-mass-public-shootings-happen-in-gun-free-zones/. 

16. Attached as Exhibit 15 is a true and correct copy of UPDATED: Mass 

Public Shootings Keep Occurring In Gun-Free Zones: 94% of Attacks Since 1950, 

Crime Prevention Research Center (updated July 6, 2019), 

https://crimeresearch.org/2018/06/more-misleading-information-from-bloombergs-

everytown-for-gun-safety-on-guns-analysis-of-recent-mass-shootings/. 

17. Attached as Exhibit 16 is a true and correct copy of Evan Defilippis et 

al., The GOP’s Favorite Gun ‘Academic’ is a Fraud, ThinkProgress (Aug. 12, 2016, 

4:45 PM), https://thinkprogress.org/debunking-john-lott-5456e83cf326/. 

18. Attached as Exhibit 17 is a true and correct copy of Claudia Deane et 

al., A Fabricated Fan and Many Doubts, WASH. POST, Feb. 11, 2003, 

https://www.washingtonpost.com/archive/politics/2003/02/11/a-fabricated-fan-

and-many-doubts/b086b96f-0c86-417e-afe9-c4623d5e936f/. 

19. Attached as Exhibit 18 is a true and correct copy of James Lindgren, 

Comments on Questions About John R. Lott’s Claims Regarding a 1997 Survey (Jan. 

17, 2003), https://web.archive.org/web/20130304061928/http:/www.cse. 

unsw.edu.au/~lambert/guns/lindgren.html. 

20. Attached as Exhibit 19 is a true and correct copy of Timothy Noah, The 

Bellesiles of the Right? Another Firearms Scholar Whose Dog Ate His Data, 

CHATTERBOX, Feb. 3, 2003, https://slate.com/news-and-politics/2003/02/bellesiles-

of-the-right.html. 

21. Attached as Exhibit 20 is a true and correct copy of Peter Moskowitz, 

Inside the Mind of America’s Favorite Gun Researcher, PACIFIC STANDARD 

(Updated Sept. 23, 2018), https://psmag.com/magazine/inside-the-mind-of-

americas-favorite-gun-researcher. 
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22. Attached as Exhibit 21 is a true and correct copy of Richard Morin, 

Scholar Invents Fan to Answer His Critics, WASH. POST, Feb. 1, 2003, 

https://www.washingtonpost.com/archive/lifestyle/2003/02/01/scholar-invents-fan-

to-answer-his-critics/f3ae3f46-68d6-4eee-a65e-1775d45e2133/. 

23. Attached as Exhibit 22 is a true and correct copy of U.S. Dep’t of 

Justice, Federal Bureau of Investigation, A Study of the Pre-Attack Behaviors of 

Active Shooters in the United States Between 2000 and 2013 (June 2018), 

https://www.fbi.gov/file-repository/pre-attack-behaviors-of-active-shooters-in-us-

2000-2013.pdf/view. 

I declare under penalty of perjury under the laws of the United States 

of America that the foregoing is true and correct. 

Executed on:  January 3, 2020 

/s/ Robert A. Sacks         

Robert A. Sacks 

Case 3:19-cv-01226-L-AHG   Document 26-2   Filed 01/03/20   PageID.5061   Page 5 of 8



 
 

 

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

SULLIVAN & CROMWELL LLP 

 TABLE OF CONTENTS 

Exhibit Description Pages 

1  
Michael Dreyfuss et al., Teens Impulsively React 
Rather than Retreat from Threat, 36 DEVELOPMENTAL 

NEUROSCIENCE 220 (2014) 
 

1-9 

2  
Daniel W. Webster et al., The Case for Gun Policy 
Reforms in America, JOHNS HOPKINS CTR. FOR GUN 

POLICY & RESEARCH (2012) 
 

10-29 

3  
Merete Nordentoft et al., Absolute Risk of Suicide after 
First Hospital Contact in Mental Disorder, 68 
ARCHIVES OF GENERAL PSYCHIATRY 1058 (2011) 
 

30-37 

4  
Tomáš Paus et al., Why Do Many Psychiatric 
Disorders Emerge During Adolescence?, 9 NATURE 

REVIEWS NEUROSCIENCE 947 (2008) 
 

38-49 

5  
Mental Health Disorder Statistics, JOHNS HOPKINS 

MEDICINE (last visited Jan. 2, 2020) 
 

50-53 

6  
American Public Health Association, Reducing 
Suicides by Firearms (2018) 
 

54-63 

7  
Matthew Miller et al., Suicide Mortality in the United 
States: The Importance of Attending to Method in 
Understanding Population-Level Disparities in the 
Burden of Suicide, 33 ANN. REV. PUB. HEALTH 393 
(2012) 
 

64-84 

8  
Thomas J. Hanlon et al., Type of Firearm Used in 
Suicides: Findings from 13 States in the National 
Violent Death Reporting System, 2005–2015, 65 J. 
ADOLESCENT HEALTH 366 (2019) 
 

85-90 

9  
Katherine A. Vittes et al., Legal Status and Source of 
Offenders’ Firearms in States with the Least Stringent 
Criteria for Gun Ownership, 19 INJURY PREVENTION 26 
(2013) 
 

91-97 

Case 3:19-cv-01226-L-AHG   Document 26-2   Filed 01/03/20   PageID.5062   Page 6 of 8



 
 

 

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

SULLIVAN & CROMWELL LLP 

 
10  

Monika K. Goyal et al., State Gun Laws and Pediatric 
Firearm-Related Mortality, 144 PEDIATRICS No. 2 
(2019) 
 

98-108 

11  
Sriraman Madhavan et al., Firearm Legislation 
Stringency and Firearm-Related Fatalities Among 
Children in the US, 229 J. AM. COLLEGE SURGEONS 
150 (2019) 
 

109-117 

12  
Abhay Aneja et al., The Impact of Right-to-Carry Laws 
and the NRC Report:  Lessons for the Empirical 
Evaluation of Law and Policy, 13 AM. LAW & ECON. 
REV. 565 (2011) 
 

118-186 

13  
Ian Ayres et al., Shooting Down the “More Guns, Less 
Crime” Hypothesis, 55 STAN. L. REV. 1193 (2003) 
 

187-308 

14  
Meg Kelly, Do 98 Percent of Mass Public Shootings 
Happen in Gun-Free Zones?, WASH. POST., May 10, 
2018 
 

309-312 

15  UPDATED: Mass Public Shootings Keep Occurring In 
Gun-Free Zones: 94% of Attacks Since 1950, Crime 
Prevention Research Center (updated July 6, 2019) 
 

313-329 

16  
Evan Defilippis et al., The GOP’s Favorite Gun 
‘Academic’ is a Fraud, ThinkProgress (Aug. 12, 2016, 
4:45 PM) 
 

330-343 

17  
Claudia Deane et al., A Fabricated Fan and Many 
Doubts, WASH. POST, Feb. 11, 2003 
 

344-346 

18  
James Lindgren, Comments on Questions About John 
R. Lott’s Claims Regarding a 1997 Survey (Jan. 17, 
2003) 
 

347-374 

19  
Timothy Noah, The Bellesiles of the Right? Another 
Firearms Scholar Whose Dog Ate His Data, 
CHATTERBOX, Feb. 3, 2003 
 

375-383 

Case 3:19-cv-01226-L-AHG   Document 26-2   Filed 01/03/20   PageID.5063   Page 7 of 8



 
 

 

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

SULLIVAN & CROMWELL LLP 

 
20  

Peter Moskowitz, Inside the Mind of America’s 
Favorite Gun Researcher, PACIFIC STANDARD 
(Updated Sept. 23, 2018) 
 

384-389 

21  
Richard Morin, Scholar Invents Fan to Answer His 
Critics, WASH. POST, Feb. 1, 2003 
 

390-392 

22  
U.S. Dep’t of Justice, Federal Bureau of Investigation, 
A Study of the Pre-Attack Behaviors of Active Shooters 
in the United States Between 2000 and 2013 (June 
2018) 
 

393-423 

 

Case 3:19-cv-01226-L-AHG   Document 26-2   Filed 01/03/20   PageID.5064   Page 8 of 8





E-Mail karger@karger.com

Adolescent Brain Development

 Dev Neurosci 2014;36:220–227 
 DOI: 10.1159/000357755 

 Teens Impulsively React rather than 
Retreat from Threat 

 Michael Dreyfuss    a     Kristina Caudle    a     Andrew T. Drysdale    a     Natalie E. Johnston    a     

Alexandra O. Cohen    a     Leah H. Somerville    b     Adriana Galván    c     Nim Tottenham    c     

Todd A. Hare    d     B.J. Casey    a  

  a    Sackler Institute, Department of Psychiatry, Weill Cornell Medical College,  New York, N.Y. ,  b    Department of 
Psychology, Harvard University,  Cambridge, Mass. , and  c    Department of Psychology, University of California Los 
Angeles,  Los Angeles Calif. , USA;  d    Laboratory for Social and Neural Systems Research, Department of Economics, 
University of Zurich,  Zurich , Switzerland 

threat cues. In contrast, prefrontal control regions implicat-
ed in detecting and resolving competing responses show an 
adolescent-emergent pattern (i.e. greater activity in adoles-
cents and adults relative to children) during successful sup-
pression of a response regardless of emotion. Our findings 
suggest that adolescence is a period of heightened sensitiv-
ity to social and emotional cues that results in diminished 
regulation of behavior in their presence. 

 © 2014 S. Karger AG, Basel 

 Introduction 

 Adolescents commit more crimes per capita than chil-
dren or adults in the USA  [1]  and in nearly all industrial-
ized cultures  [2] . Their proclivity toward incentives  [3, 4]  
and risk taking  [5–8]  has been suggested to underlie the 
inflection in criminal activity observed during this time. 
Yet heightened sensitivity to incentives and risk taking 
are only part of the equation, as criminal behaviors often 
occur in emotionally charged situations of negative va-
lence. Does negative emotional information impact self-
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 Abstract 

 There is a significant inflection in risk taking and criminal be-
havior during adolescence, but the basis for this increase re-
mains largely unknown. An increased sensitivity to rewards 
has been suggested to explain these behaviors, yet juvenile 
offences often occur in emotionally charged situations of 
negative valence. How behavior is altered by changes in 
negative emotional processes during adolescence has re-
ceived less attention than changes in positive emotional 
processes. The current study uses a measure of impulsivity 
in combination with cues that signal threat or safety to as-
sess developmental changes in emotional responses to 
threat cues. We show that adolescents, especially males, im-
pulsively react to threat cues relative to neutral ones more 
than adults or children, even when instructed not to re-
spond. This adolescent-specific behavioral pattern is paral-
leled by enhanced activity in limbic cortical regions impli-
cated in the detection and assignment of emotional value to 
inputs and in the subsequent regulation of responses to 
them when successfully suppressing impulsive responses to 

 Received: October 23, 2013  
 Accepted after revision: December 3, 2013 
 Published online: May 8, 2014 

 B.J. Casey, PhD 
 Sackler Institute for Developmental Psychobiology 
 Weill Cornell Medical College, 1300 York Avenue, Box 140 
 New York, NY 10065 (USA) 
 E-Mail bjc2002   @   med.cornell.edu 

 © 2014 S. Karger AG, Basel
0378–5866/14/0364–0220$39.50/0 

 www.karger.com/dne 

M.D. and K.C. contributed equally to this work.



 Teens Impulsively React rather than 
Retreat from Threat 

Dev Neurosci 2014;36:220–227
DOI: 10.1159/000357755

221

control differently across development? Previous work 
has shown that positive emotional cues lead to poorer 
self-control in adolescents relative to children and adults 
 [3] , but do negative emotional cues also lead to poor im-
pulse control? The current study tests whether adoles-
cents are more impulsive relative to adults or children
when there is a signal of potential threat, using a measure
of impulsivity in combination with cues that signal threat
(e.g. a frightened face) relative to neutral ones (calm face)
and examines potential mechanisms for developmental
differences in behavior.

  The fight-or-flight response is a physiological reaction 
to perceived threat  [9] . Fearful faces are a reliable indica-
tor of threat in the immediate environment  [10] , evoking 
a well-defined neural response  [11, 12] . Negatively va-
lenced stimuli such as fearful faces generally inhibit be-
havior, slowing response times and inhibiting motor re-
sponses in various tasks  [13–15] . Adolescents, however, 
show difficulty suppressing attention and actions toward 
emotional stimuli even when irrelevant to the task at 
hand  [16, 17] . This relative lack of cognitive control in the 
presence of emotional and motivational cues may under-
lie the behavioral risks that are characteristic of adoles-
cence  [18] .

  Prior work suggests that diminished self-control dur-
ing adolescence may result from competition between 
limbic and control circuitry  [17–20] . A combination of 
evidence from human imaging  [3, 21–25] , postmortem 
 [26]  and animal  [27, 28]  studies of regional brain changes 
over the course of development indicate that limbic and
prefrontal circuitry interact differentially across develop-
ment  [29] . Specifically, limbic circuitry is thought to de-
velop earlier than control circuitry as a result of evolu-
tionary pressure and changes in gonad hormone levels
that impact limbic structures. This developmental imbal-
ance is suggested to result in a greater influence of limbic
than prefrontal regions on behavior during adolescence.
This pattern is in contrast to that observed in adulthood
when these circuits have matured or in childhood when
they are still developing.

  The current study uses a A go/no-go paradigm to mea-
sure impulsivity in combination with cues that signal threat 
or safety (fearful or calm facial expressions) to assess devel-
opmental changes in emotional responses to such cues, 
their influence on behavior and their neurobiological cor-
relates. In previous work using the same task and overlap-
ping sample, we have shown a heightened sensitivity to 
emotional cues during adolescence. In the first study  [30]  
we showed longer response latencies to negative (fear fac-
es) relative to positive (happy faces) emotional cues across 

ages but adolescent-specific increases in amygdala activity 
when having to respond (go) to fear faces. In a second study 
 [3] , we focused on the ability to withhold a response to
positive cues, focusing solely on happy no-go trials and
showed that adolescents made more false alarms to happy
cues than to neutral cues compared to children and adults.
This pattern was paralleled by greater ventral striatal activ-
ity in adolescents relative to children and adults. Finally,
recent reports by other laboratories have noted decrements 
in behavioral performance on cognitive control tasks in the 
presence of negatively valenced stimuli versus neutral
stimuli in adolescents relative to children or adults  [15, 16] .

  In the current study, expanding on these previous ad-
olescent-specific findings toward emotionally valenced 
stimuli, we test for developmental differences in brain 
and behavior when required to suppress responses to cues 
of potential threat. Second, we explore individual differ-
ences in brain activity associated with overall behavioral 
performance. Finally, we explore possible sex differences 
in behavior and brain responses to cues of potential 
threat.

  Methods 

 Subjects 
 A total of 80 participants between the ages of 6 and 27 years 

were scanned using functional magnetic resonance imaging 
(fMRI). Data from 23 participants were excluded due to poor over-
all accuracy (mean no-go accuracy <70%, n = 9), too much head 
motion (>2 mm translational or 2° rotational motion within a run, 
n = 12) or technical problems (n = 2), resulting in data from 57 us-
able subjects (27 females) in all reported analyses. Participants 
were grouped into child (aged 6–12 years, n = 18, 10 male), ado-
lescent (aged 13–17 years, n = 19, 10 male) and adult (18 years or 
older, n = 20, 10 male) age groups. Data from this sample have been 
published previously on a different subset of the data  [3, 30] . All 
participants provided informed written consent (parental consent 
and subject assent for children and adolescents) approved by the 
Institutional Review Board of Weill Cornell Medical College.

  Behavioral Paradigm 
 Participants completed six runs of a go/no-go task  [3, 30]  using 

fearful, happy and calm facial expressions as target (go) and non-
target (no-go) stimuli ( fig. 1 a). Within each run, two types of facial 
emotions were presented, one serving as the target (go) stimulus, 
to which they were instructed to press a button, and the other serv-
ing as a nontarget (no-go) stimulus, for which they were instruct-
ed to withhold a button press. Facial expressions were pseudoran-
domized across the run to control for presentation order, and all 
combinations of expression were used as both targets and nontar-
gets, resulting in a 2 (response: go, no-go) ×3 (emotion: fear, calm, 
happy) factorial design. Prior to each run, participants were in-
structed as to which expression served as the target (go) stimulus 
and that they should respond with a button press only to that ex-
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pression. Participants were also instructed to respond as fast as 
possible but to try to avoid making errors. The present report fo-
cuses specifically on the analysis of fear no-go trials relative to calm 
no-go trials. Previously published work on this task focused on 
no-go trials to happy facial expressions  [3]  and go trials to fearful 
facial expressions  [30] .

  Stimuli and Apparatus 
 The stimuli consisted of fearful, happy and calm faces from the 

NimStim set of facial expressions  [31] . We used calm faces (mild-
ly pleasant neutral faces) because we  [32]  and others  [33, 34]  have 
shown that developmental populations may perceive neutral faces 
as negative. The task was programmed using E-Prime software and 
presented to subjects on an overhead liquid crystal display panel 
integrated with the IFIS-SA system (fMRI Devices Corporation, 
Waukesha, Wisc., USA). Button responses and reaction times were 
logged using E-Prime software integrated with the IFIS system.

  Task Parameters 
 The data were acquired in six functional imaging runs that 

combined each emotion (happy, calm and fear) and response (go 
and no-go;  fig. 1 ) using a rapid event-related design. On each trial, 
a face appeared for 500 ms followed by a jittered intertrial interval 
of between 2 and 14.5 s (mean 5.2 s) during which participants 
were presented with a fixation crosshair. A total of 48 trials were 
presented per run in pseudorandomized order (36 go and 12 no-
go). A total of 24 no-go trials and 72 go trials were acquired for 
each expression type. 

 Image Acquisition 
 Participants were scanned with a General Electric Signa 3.0-T 

fMRI scanner (General Electric Medical Systems, Milwaukee, 
Wisc., USA) and quadrature head coil. A high-resolution, T1-

weighted anatomical scan (256 × 256 in-plane resolution, 240-mm 
field of view, 124 1.5-mm slices) was acquired for each subject for 
transformation and localization of data to Talairach grid space. A 
spiral in and out sequence  [35]  was used to acquire functional im-
aging data (repetition time = 2,500 ms, echo time = 30 ms, field of 
view = 200 mm, flip angle = 90, skip 0, 64 × 64 matrix). In all, 34 
4-mm-thick coronal slices (3.125 × 3.125 mm resolution) covering 
the entire brain except for the posterior portion of the occipital
lobe were acquired per repetition time.

  Behavioral Analysis 
 Behavioral data from the emotional go/no-go task were ana-

lyzed for false alarms (incorrect presses to a ‘no-go’ stimulus) to 
fear and calm cues. Errors were calculated as a difference score 
between errors to fear nontargets relative to calm nontargets to 
isolate the effects of negative valence from the overall error rate. 
Error rates were compared between age groups (children, adoles-
cents and adults). A positive value represents a greater proportion 
of errors to nontarget fear faces than calm faces, while a negative 
value represents the inverse. Mean reaction times and hit rates 
have been reported elsewhere  [30] . A two-way ANOVA was per-
formed with age group and sex as the between-subject variables 
and a difference score between errors to fear nontargets and errors 
to calm nontargets as the dependent variable of interest.

  Imaging Analysis 
 Imaging data processing and analyses were performed using 

AFNI (analysis of functional neuroimages) software  [36] . Func-
tional imaging data were slice-time corrected, realigned within and 
across runs to correct for head movement, coregistered with each 
participant’s high-resolution anatomical scan, scaled to percent 
signal change units, and smoothed with a 6-mm FWHM gaussian 
kernel. A general linear model (GLM) analysis was performed on 

  Fig. 1.  Development of impulse control to threat cues.  a  The emo-
tional go/no-go task illustrating 5 trials with calm faces as the tar-
get stimuli, for which participants should go by pressing a button. 
Fearful faces are the nontarget (no-go) stimuli, to which partici-
pants should withhold a button press. Each face was displayed for 

500 ms followed by a variable intertrial interval.  b  False alarms 
(dark gray line) to fear relative to calm no-go trials show an ado-
lescent-specific pattern of more commission errors for adolescents 
than either children (t 35  = 2.79, p < 0.009) or adults (t 37  = 2.30, p < 
0.03). 
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each subject to characterize task effects with task regressors (calm/
go, calm/no-go, happy/go, happy/no-go, fear/go, fear/no-go, er-
rors), convolved with a gamma-variate hemodynamic response 
function. Separate regressors were created for correct go and no-go 
trials, broken down by emotion (errors were grouped and modeled 
separately with insufficient numbers to analyze separately). Only 
correct fear and calm trials were considered of interest and includ-
ed in the second-level analysis.

  We modeled the effects of response (go vs. no-go), age group 
(child, adolescent or adult) and emotion (fear or calm) on brain 
activity using a linear mixed-effects model  [37] . Parameter esti-
mate (β) maps representing task effects were then transformed 
into the standard coordinate space of Talairach and Tournoux  [38]  
(1988) by applying the warping parameters obtained from the 
transformation of each subject’s high-resolution anatomical scan. 
Talairach-transformed parameter estimate maps were resampled 
to a resolution of 3 × 3 × 3 mm. A group linear mixed-effects mod-
el was performed to identify functional regions of interest (ROIs) 
implicated in the interaction of response, age group and emotion. 
Imaging findings considered statistically significant exceeded 
whole-brain correction for multiple comparisons to preserve an 
alpha <0.05 by using a p value/cluster size combination stipulated 
by Monte Carlo simulations run in the AlphaSim program within 
AFNI. Off-line analyses were conducted in SPSS Statistics 17.0 
software (SPSS, Chicago, Ill., USA). Beta values were extracted 
from whole-brain-corrected ROIs (drawing a 5-mm sphere around 
the peak voxel in each region) and submitted to offline post hoc 
analyses with SPSS.

  Control Analyses 
 All imaging analyses were based on correct no-go trials. As task 

performance was significantly different between age groups, a sec-
ond analysis was conducted to verify that the observed develop-
mental effects were not due to less power in one age group relative 
to another. First-level GLMs were estimated in which number of 
correct trials were equated for all participants across conditions 
(fear/go, fear/no-go, calm/go, calm/no-go), using the lowest mean 
number of correct trials of all age groups (calm no-go trials in chil-
dren; mean = 17 out of 24 possible, or 70% mean accuracy). New 
regressors were generated by randomly selecting 17 (of 24) trials 
per condition for inclusion. All other trials were modeled as sepa-
rate regressors that were not further examined. Beta values were 
extracted from the 17-trial regressors using the previously defined 
ROIs, tested for replication, and reported in Results.

  Results 

 Behavioral Results 
 The 2-way ANOVA showed a main effect of age group 

on false alarm rates to fear relative to calm nontargets 
(F 2, 59  = 8.58, p < 0.001), but no main effect of sex (F 1, 51  = 
0.05, p > 0.85 ) or interaction with sex (F 2, 51  = 0.27, p > 
0.77). Post hoc t tests showed that adolescents made more 
false alarms to fear nontargets in comparison to calm 
nontargets than either children (t 35  = 2.79, p < 0.009) or 
adults (t 37  = 2.30, p < 0.03;  fig. 1 b).

  Imaging Results 
 The whole-brain age group (3) × response (go/no-

go) × emotion (fear, calm) linear mixed-effects model re-
vealed 7 ROIs (see  table 1 ). Given the behavioral results 
we performed post hoc tests on beta values extracted from 
each whole-brain-corrected ROI to determine if teens 
differed from adults and from children in these regions. 
When we tested each region to determine whether sig-
nificant variance could be attributed to adolescent-specif-
ic differences in response to fear relative to calm nontar-
gets, two patterns emerged (see  fig. 2 ): (1)  adolescent-spe-
cific  effects were of greater activity in adolescents 
compared to children or adults on correct threat no-go 
trials relative to calm no-go trials and (2)  adolescent-
emergent  effects of adolescents and adults activated this 
region more than children on correct threat no-go trials. 
The left orbitofrontal cortex (LOFC) and medial prefron-
tal cortex (mPFC) showed adolescent-specific effects. Al-
though the striatum showed a similar developmental pat-
tern post hoc tests did not reach significance between age 
groups (adolescents vs. children: p = 0.09 and adolescents 
vs. adults: p  = 0.11). The right inferior frontal gyrus 
(RIFG), right anterior cingulate cortex (RACC) and left 
premotor cortex showed adolescent-emergent effects. 
Our control analysis, equating power across age groups 
and conditions, revealed similar patterns of activity, but 
to a lesser degree given less overall power of the analysis. 
However, the LOFC maintained a robust pattern of activ-
ity across analyses (adolescents vs. children: t 35  = 2.74, p < 
0.01 and adolescents vs. adults: t 37  = 2.27, p < 0.03).

  Sex Differences 
 We performed exploratory analyses to test for sex dif-

ferences within the three adolescent-specific findings (i.e. 
false alarm rates and OFC and mPFC activity to threat 
nontargets relative to calm nontargets). These explorato-
ry analyses revealed that males rather than females ap-
peared to be driving the inflection in false alarms to threat 
nontargets during adolescence ( fig.  3 a). Independent t 
tests revealed that in males, adolescents made more false 
alarms than children (t 18  = 2.28, p < 0.04) or adults (t 18  = 
2.96, p < 0.009) and showed a similar pattern in the acti-
vation of the OFC, a region implicated in the regulation 
of approach-related behavior (adolescents vs. children: 
t 18  = 2.31, p < 0.04; adolescents vs. adults: t 18  = 2.39, p < 
0.03;  fig. 3 b).

  In contrast, the female age groups did not differ from 
one another in performance (children vs. adolescents: p = 
0.44 and adolescents vs. adults: p = 0.07) or in OFC activ-
ity (children vs. adolescents: p = 0.19 and adolescents vs. 
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 Table 1. ROIs (Talairach) for the interaction of age group × emotion × response type

Voxels, n Region Brodmann’s area Coordinates (peak) F value

193 RIFG 45 32, 17, 18 8.41
104 LOFC 11 –38, 41, –7 8.86

78 L mPFC 9 –8, 53, 24 7.95
72 L premotor 6 –41, 2, 7 8.68
58 L striatum –20, 8, –10 6.59
56 L motor/premotor 4, 6 –14, –8, 63 7.74
51 RACC 32 11, 2, 45 6.86

Results are whole-brain corrected (alpha = 0.05, 47 voxels). L = Left.
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  Fig. 2.  Adolescent-specific and adolescent-emergent brain regions. 
Representative axial images and beta weights for those regions 
showing an age effect on correct fear no-go trials relative to calm 
ones from the whole-brain-corrected age (3) × response (2) × emo-
tion (2) interaction. L = Left. Adolescent-specific effects on correct 
fear relative to calm no-go trials were found in contrasts between 
adolescents relative to children and adults together in the LOFC 

(t 55  = 2.612, p < 0.012) and left mPFC (t 55  = 2.832, p < 0.006) Ad-
olescent-emergent effects were found in activation contrasts in 
children relative to adolescents and adults together on correct fear 
relative to calm no-go trials in the RIFG (t 55  = 2.503, p < 0.02), 
RACC (t 55  = 2.44, p < 0.02) and left premotor cortex (t 55  = 3.658, 
p < 0.001). 
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adults: p  = 0.76). Rather, adolescent females showed 
greater activity in the mPFC, a region implicated in the 
regulation of avoidance-related behavior ( fig. 3 c; children 
vs. adolescents t 15   = 2.53, p  < 0.03 and adolescents vs. 
adults t 17  = 2.65, p < 0.02). Males did not differ across age 
groups in this region (children vs. adolescents: p = 0.79 
and adolescents vs. adults: p = 0.26).

  Discussion 

 Prior research has focused almost exclusively on how 
incentives and positive social cues lead to impulsive deci-
sions during adolescence to help explain inflections in 
risk taking and criminal behavior during this period  [3, 8, 
25, 39] . The current study examined the effect of threat 
cues on impulse control and the underlying neural cir-
cuitry in adolescents. We found that just as positive cues 
can lead to more impulsive responses by adolescents rela-
tive to children and adults  [3] , so too can threat cues. This 
adolescent-specific inflection in false alarms to threat 
cues was paralleled by marked increases in limbic pre-
frontal (orbitofrontal and medial prefrontal) regions, im-
plicated in regulating emotional and behavioral respons-
es, particularly in the case of threat-related stimuli.

  In contrast to the adolescent-specific effects in limbic 
prefrontal regions, prefrontal control circuitry implicated 
in detecting and resolving conflict between two competing 
responses showed an adolescent-emergent pattern  [40–
42] . Specifically, activity in RIFG and RACC increased
from childhood to adolescence and then plateaued. These
findings are consistent with developmental studies show-

ing that the ability to ignore irrelevant information on cog-
nitive tests like the flanker and go/no-go tasks reaches ma-
turity levels roughly by adolescence  [16, 41, 43–45] .

  The difficulty of adolescents in suppressing attention 
and actions specifically toward negatively valenced infor-
mation in the current study is a pattern that is emerging 
in the developmental literature  [15, 16] . This diminished 
performance in adolescents is not observed in tasks de-
manding suppression of attention or actions toward neu-
tral information  [3, 16] . One explanation for the results 
reported here may be a failure of adolescents to withhold 
responses to any emotional stimuli  [41] . However, recent 
work suggests that the actions of adolescents may be dis-
rupted more easily by negative than positive emotional 
information  [15]  and differential patterns of activity have 
been shown for positive and negative emotional stimuli 
 [3, 30] . Together these findings suggest that changes in 
behavior and limbic circuitry during adolescence coin-
cide with a heightened sensitivity to emotional cues that 
may cause them to impulsively react rather than retreat 
from cues of potential threat.

  Theoretical and empirical accounts for this diminished 
performance during adolescence fall along two lines of ev-
idence. The first is evidence of regional brain development 
with lateral PFC continuing to reach structural and func-
tional maturity throughout the adolescent years  [3, 23]  and 
the connections between subcortical and cortical struc-
tures continuing to strengthen  [46, 47] . Given the role of 
the lateral PFC in the regulation of behavior, immature 
connections between it and limbic structures might reduce 
the capacity to exert cognitive control, particularly in emo-
tionally salient contexts  [15, 16] . The second line of evi-

Fig. 3. Sex Differences in behavior and limbic activity by age group. 
 a  Difference score in number of false alarms to fear no-go trials 
relative to calm no-go trials by age group and sex.  b  Beta weights 

for OFC to correct fear no-go trials relative to calm no-go trials by 
age group and sex.  c  Beta weights for mPFC to correct fear no-go 
trials relative to calm no-go trials by age group and sex. L = Left.
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dence comes from neuroendocrinology studies, showing 
an influx of hormones during puberty thought to sensitize 
functional properties of certain brain circuits  [19, 48, 49] , 
potentially resulting in adolescent-specific enhanced sig-
naling in limbic regions that are especially sensitive to hor-
monal changes. Thus the heightened recruitment of regu-
latory prefrontal circuitry when successfully suppressing 
attention to emotional cues may suggest an adolescent-
specific hyper-responsiveness to emotional cues that re-
quires greater recruitment of regulatory regions. Together, 
these observations suggest that diminished regulation of 
sensitized limbic circuits may heighten the detection of, 
and response to, salient social cues during adolescence, 
even when irrelevant for goal-directed behavior.

  An elevated sensitivity or reaction to threat cues dur-
ing adolescence may have important implications for un-
derstanding risky or criminal-related behaviors under a 
heightened sense of threat. These behaviors have been re-
ported to be higher in males than females  [50–52] . So how 
might the adolescent-specific behavioral and imaging 
findings relate to sex differences observed in real world 
behavior? Although there was no main effect of, or inter-
action with, sex in the 2-factor ANOVA, exploratory inde-
pendent t tests revealed that males rather than females ap-
peared to be driving the inflection in false alarms to threat 
cues during adolescence. Specifically, male adolescents 
made more false alarms than either male children or adults 
and showed a parallel increased activation pattern in the 
OFC when successfully inhibiting a response, a region im-
plicated in the regulation of approach-related behavior. In 
contrast, female adolescents did not significantly differ 
from female children or adults in their performance or in 
activity in this region. Rather, they showed greater activity 
in the mPFC, a region implicated in regulation of avoid-
ance-related behavior. Adolescent males did not signifi-
cantly differ from children or adults in this region. These 

exploratory results suggest a possible double dissociation 
between adolescent males and females in cortical limbic 
activity related to impulsively reacting and retreating from 
cues of potential threat, respectively, that warrants further 
investigation in a larger sample. In addition, a number of 
other factors, not specifically measured in this study, may 
have contributed to the observed age and sex differences 
such as discrepancies between the sexes in pubertal onset, 
pubertal stage and quality and/or lack of sleep.

  The present study demonstrates that impulsive behav-
ior during adolescence is as likely to occur in the presence 
of threat as reward cues. We show that rather than re-
treating or withholding a response to threat cues, adoles-
cents are more likely than children or adults to impul-
sively react to them, even when instructed not to respond. 
This developmental pattern is mirrored by adolescent-
specific changes in limbic cortical circuitry implicated in 
the detection and assignment of emotional value to in-
puts and in the subsequent regulation of responses to 
them  [53–56] . Clearly more research will be required to 
specify the impact of threat cues on adolescent behavior. 
Nonetheless, these findings may have significant implica-
tions for conditions in which adolescents impulsively re-
act and put themselves and others in harm’s way.
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ORIGINAL ARTICLE

Absolute Risk of Suicide After First Hospital Contact
in Mental Disorder
Merete Nordentoft, MD; Preben Bo Mortensen, MD; Carsten Bøcker Pedersen, MD

Context: Estimates of lifetime risk of suicide in mental
disorders were based on selected samples with incom-
plete follow-up.

Objective: To estimate, in a national cohort, the abso-
lute risk of suicide within 36 years after the first psychi-
atric contact.

Design: Prospective study of incident cases followed up
for as long as 36 years. Median follow-up was 18 years.

Setting: Individual data drawn from Danish longitudi-
nal registers.

Participants: A total of 176 347 persons born from Janu-
ary 1, 1955, through December 31, 1991, were followed
up from their first contact with secondary mental health
services after 15 years of age until death, emigration, dis-
appearance, or the end of 2006. For each participant, 5
matched control individuals were included.

Main Outcome Measures: Absolute risk of suicide
in percentage of individuals up to 36 years after the first
contact.

Results: Among men, the absolute risk of suicide (95%

confidence interval [CI]) was highest for bipolar disor-
der, (7.77%; 6.01%-10.05%), followed by unipolar af-
fective disorder (6.67%; 5.72%-7.78%) and schizophre-
nia (6.55%; 5.85%-7.34%). Among women, the highest
risk was found among women with schizophrenia (4.91%;
95% CI, 4.03%-5.98%), followed by bipolar disorder
(4.78%; 3.48%-6.56%). In the nonpsychiatric popula-
tion, the risk was 0.72% (95% CI, 0.61%-0.86%) for men
and 0.26% (0.20%-0.35%) for women. Comorbid sub-
stance abuse and comorbid unipolar affective disorder
significantly increased the risk. The co-occurrence of de-
liberate self-harm increased the risk approximately 2-fold.
Men with bipolar disorder and deliberate self-harm had
the highest risk (17.08%; 95% CI, 11.19%-26.07%).

Conclusions: This is the first analysis of the absolute risk
of suicide in a total national cohort of individuals fol-
lowed up from the first psychiatric contact, and it rep-
resents, to our knowledge, the hitherto largest sample with
the longest and most complete follow-up. Our esti-
mates are lower than those most often cited, but they are
still substantial and indicate the continuous need for pre-
vention of suicide among people with mental disorders.

Arch Gen Psychiatry. 2011;68(10):1058-1064

A LL MENTAL DISORDERS ARE

associated with increased
risk of suicide,1-6 and this
risk is often reported as the
increased relative risk or

odds ratio for death by suicide by people
with mental disorders who have contact
with health services compared with those
who do not. The absolute risk of death by
suicide, often mentioned as lifetime risk
of suicide after the onset of mental disor-
ders, can be estimated as the percentage
of a cohort expected to die by suicide be-
fore extinction. Although no studies have
actually conducted lifetime follow-up, life-
time risk is mentioned in many scientific
papers7,8 and textbooks.9 It has been esti-
mated to be high, but these estimates have
never previously been based on a large na-
tional sample with a prospective long-

term follow-up. One of the most cited re-
ports is the 1977 review conducted by
Miles.7 This review estimated that 15% of
persons affected with unipolar affective dis-
order would die by suicide, as well as 15%
of persons with alcoholism and 10% of per-
sons with schizophrenia. However, this re-
view was based on rather small studies with
selected samples and a rather short follow-
up, and several authors later concluded
that, for different reasons, Miles’ esti-
mates were most likely too high.10-14 Later
meta-analyses,12-14 based on more sophis-
ticated statistical methods and including
some large long-term follow-up studies,
found clearly lower figures. Inskip et al14

estimated the lifetime risk to be 6% for af-
fective disorder, 7% for alcohol depen-
dence, and 4% for schizophrenia. Bost-
wick and Pankratz12 estimated the risk to
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be 4% for patients hospitalized for affective disorders and
8.6% for those hospitalized for affective disorder and sui-
cidality. Palmer et al13 estimated the lifetime risk to be
5.6% for schizophrenia. Recently, Dutta et al5 estimated
the lifetime risk of suicide to be 3.23% for patients 20
years after the first psychotic diagnosis.

Although the lifetime risk of suicide has been re-
ported in many studies, most estimates were based on
incomplete follow-up in selected samples or were based
on rather short-term follow-up of patients with first-
time treated mental disorders. In addition, the lifetime
morbid risk is not well defined from an epidemiological
viewpoint. We will estimate the absolute risk of com-
mitting suicide within 36 years after the first onset of the
disorder, using competing risks Cox regression to ac-
count for censoring emigration and death from other
causes. Omitting such censoring will bias the estimated
cumulative incidences upward. By using competing risks
survival analyses,15 the absolute risks of suicide (or cu-
mulative incidences) can be calculated as the percent-
ages of persons in the population who had committed
suicide at a given time since onset of the disorder of in-
terest, taking into account that people may migrate or
die of other causes.

For any dynamic population, the cumulative inci-
dence of suicide is the best possible estimate of long-
term absolute risk of suicide. We were able to use the
unique Danish registers to estimate absolute cumula-
tive risk of suicide for different mental disorders and to
include a complete national sample of persons born af-
ter 1955 with follow-up to 51 years of age.

METHODS

STUDY POPULATION

The Danish Civil Registration System16 was established in 1968,
and all persons who are alive and living in Denmark are reg-
istered. Among many other variables, it includes information
on personal identification number, sex, and date of birth; con-
tinuously updated information on vital status; and the per-
sonal identification number of parents. The personal identifi-
cation number is used in all national registers, which enables
accurate linkage between registers. Our study population in-
cluded all persons born in Denmark from January 1, 1955,
through December 31, 1991 (2.46 million people). A cohort
of 176 347 persons who came into contact with secondary men-
tal health services for the first time and 881 735 controls with-
out any contact with mental health services were followed up
prospectively for a maximum of 36 years, from 15 years through
as old as 51 years (median follow-up, 18 years).

ASSESSMENT OF SUICIDE AND MENTAL
ILLNESS

The study population was linked with the Danish Registers of
Causes of Death17 to obtain information about any history of
suicide (codes 950-959 from the International Statistical Clas-
sification of Diseases, 8th Revision [ICD-8], or codes X60-X84
from the International Statistical Classification of Diseases, 10th
Revision [ICD-10]) and date of suicide, if any. The registry con-
tains information for all residents who died in Denmark from
1970 through 2006. In Denmark, the legal regulation of death
certification states that any case of sudden and unexpected death

shall be reported to the police, and the death certificate may
only be issued after a medicolegal examination.

The study population was also linked with the Danish Psy-
chiatric Central Register18 to obtain information about mental
illness. The Danish Psychiatric Central Register was comput-
erized in 1969 and contains data on all admissions to Danish
psychiatric inpatient facilities; from 1995, information on out-
patient visits to psychiatric departments was included in the
register. The register currently includes data on approxi-
mately 630 000 persons and 2.7 million contacts. From 1969
through 1993, the diagnostic system used was the Danish modi-
fication of the ICD-8,19 and from 1994, the ICD-10.20 Cohort
members were categorized with a history of schizophrenia
(ICD-8 code 295 or ICD-10 code F20), schizophrenialike psy-
choses (ICD-8 codes 297, 298.39, and 301.83 or ICD-10 codes
F21-F29), bipolar affective disorder (ICD-8 codes 296.19 and
296.39 or ICD-10 codes F30 and F31), unipolar affective dis-
order (ICD-8 codes 296.09, 296.29, 296.89, 296.99, 298.09,
298.19, 300.49, and 301.19 or ICD-10 codes F32-F34, F38, and
F39), substance abuse (ICD-8 codes 291, 294.30, 294.38, 303,
and 304 or ICD-10 codes F10-F19), anorectic disorder (ICD-8
code 306.50 or ICD-10 code F50.0), and any mental illness (any
ICD-8 or ICD-10 code) if they had been admitted to a psychi-
atric hospital or had been in outpatient care with one of these
diagnoses. For each mental disorder, the date of onset was de-
fined as the first day of the first contact (inpatient or outpa-
tient) with the diagnosis of interest. The National Hospital Reg-
ister was established in 1977, and information about all
admissions to public hospitals in Denmark was prospectively
recorded. Since 1995, outpatient visits were also registered. Be-
cause some patients with substance abuse disorders are treated
only in somatic departments, we decided to include patients
in the National Hospital Register21 who had a diagnosis of sub-
stance use disorders (ICD-8 codes 291, 294.30, 294.38, 303,
and 304 or ICD-10 codes F10-F19).

Identifying deliberate self-harm in Danish registers is rather
complicated because procedures have changed, and some pro-
cedures are not well complied with. We have identified delib-
erate self-harm in the different periods with different algo-
rithms. From 1977 to 1986, deliberate self-harm was identified
as persons with the diagnoses classified in ICD-8 codes E9500
through E9599 in the National Hospital Register or Danish Psy-
chiatric Central Register. From 1987 to 1993, deliberate self-
harm was identified as persons admitted with a “reason for con-
tact code” of 4 in the National Hospital Register. After 1994,
suicide attempts were identified as people fulfilling at least 1
of the following criteria in the National Hospital Register or Dan-
ish Psychiatric Central Register:

1. Reason for contact code of 4;
2. Any psychiatric diagnosis (ICD-10 chapter F) and a co-

morbid diagnosis of poisoning with medication and biological
compounds (ICD-10 codes T36 through T50) or nonmedical
compounds, excluding alcohol and poisoning from food (T52
through T60);

3. Any psychiatric disorder (ICD-10 chapter F) and comor-
bid diagnosis reflecting lesions on the forearm, wrist, or hand
(ICD-10 codes S51, S55, S59, S61, S65, or S69);

4. Any contact with a hospital because of poisoning with
weak or strong analgesics, hypnotics, sedatives, psychoactive
drugs, antiepileptics, and antiparkinsonian drugs or carbon mon-
oxide (ICD-10 codes T39, T42, T43, and T58); and

5. Any somatic or psychiatric diagnosis X60 through X84.

The classification of deliberate self-harm was identical to that
used previously.22,23

Analyses of deliberate self-harm were only possible begin-
ning in 1977; therefore, the follow-up for these analyses is no
longer than 30 complete years.
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STUDY DESIGN AND STATISTICAL ANALYSIS

For each mental disorder, cohort members were followed up from
their first hospital contact as inpatients or outpatients after 15 years
of age until suicide, death from other causes, emigration from Den-
mark, disappearance, or December 31, 2006 (whichever came
first). Because we aimed to study suicidal behavior among ado-
lescents, we excluded from the analyses individuals who had their
psychiatric disorder before 15 years of age. By selecting only per-
sons born in 1955 and later, we ensured that the cohort con-
sisted of incident cases, as the number of persons who had their
first hospital contact owing to one of the mental disorders of in-
terest before 15 years of age is very small.24

Competing risks survival analyses15 allowed us to calculate
the absolute risks of suicide (or cumulative incidences) as the
percentages of persons in the population who had committed
suicide at a given time since the onset of the disorder of inter-
est, taking into account that people may migrate or die of other
causes. These analyses were made for each sex and were sub-
divided according to the age at onset of the disorder of inter-
est. In this report, our interest is the probability of suicide. This
probability, also referred to as the cumulative incidence, is not
a simple function of the incidence rate of suicide; rather, it is
estimated as the weighted integral of the incidence rates, in which
the weights equal the survival function. In this situation, people
born in 1955 contribute to the estimation of the incidence rate
from time 0 to time 36, whereas people born in 1991 only con-
tribute to the estimation of the incidence rate until 1 year after
the first psychiatric contact. Additional details can be found in
Rosthøj et al.25

To estimate the cumulative incidence of suicide among people
with no history of mental illness, we adopted a slightly alter-
native strategy. For each person with a history of any mental
illness (as defined in the “Assessment of Suicide and Mental
Illness” subsection), we randomly selected 5 people of the same
sex and same birth date who had no history of mental illness
(time matched). Using the described strategy, we followed up
this healthy population (881 735 persons) to provide absolute
suicide risks. Because this healthy population was selected at
random among all 2.46 million people included in the study
population, the estimates obtained represent the absolute
risk of suicide among all 2.46 million people without a mental
disorder.

In addition, we performed analyses of comorbidity. Pa-
tients who had a diagnosis of substance abuse disorder plus any
other mental disorder—at the same time or at different times—
underwent separate analyses. Similarly, we performed analy-
ses of comorbidity for patients with unipolar affective disor-
der in combination with other psychiatric disorders and any
history of hospital treatment after deliberate self-harm. This study
was approved by the Danish Data Protection Agency.

RESULTS

The absolute risk of suicide according to diagnostic group
is shown in Table 1. Among men, suicide risk was high-
est in bipolar disorder (7.77%; 95% confidence interval
[CI], 6.01%-10.05%), followed by unipolar affective dis-
order (6.67%; 5.72%-7.78%), schizophrenia (6.55%;
5.85%-7.34%), schizophrenialike disorders (5.90%;
5.21%-6.67%), and substance abuse treated in a psychi-
atric department (4.71%; 4.24%-5.23%). Among women,
the highest risk was found among women with schizo-
phrenia (4.91%; 95% CI, 4.03%-5.98%), followed by bi-
polar disorder (4.78%; 3.48%-6.56%), schizophre-
nialike disorder (4.07%; 3.28%-5.04%), unipolar affective
disorder (3.77%; 3.05%-4.66%), substance abuse treated
in a psychiatric department (3.34%; 2.80%-3.98%), and
anorexia (2.62%; 1.08%-6.38%). In the nonpsychiatric
population, the risk was 0.72% (95% CI, 0.61%-0.86%)
for men and 0.26% (0.20%-0.35%) for women. The es-
timate of the suicide risk for men with anorexia is based
on small numbers of cases.

The cumulative incidence of suicide by time since the
first psychiatric contact for each of the disorders inves-
tigated is shown in the Figure for men and women. The
steepest increase in suicide incidence occurs during the
first years after first contact. The cumulative incidences
of suicide were virtually independent of age at onset of
the different mental disorders (data not shown).

In Table2, the cumulative incidence of suicide is pre-
sented for patients who had a diagnosis of a substance

Table 1. Cumulative Incidence of Suicide Up to 36 Years After First Psychiatric Contacta

Disorder

Men Women

No. of
Suicides

No. Followed
Up

Cumulative
Incidence, %

(95% CI)
No. of

Suicides
No.

Followed Up

Cumulative
Incidence, %

(95% CI)

Schizophrenia 422 10 213 6.55 (5.85-7.34) 163 5796 4.91 (4.03-5.98)
Schizophrenialike disorders 413 11 798 5.90 (5.21-6.67) 236 9739 4.07 (3.28-5.04)
Bipolar affective disorder 97 2571 7.77 (6.01-10.05) 78 3356 4.78 (3.48-6.56)
Unipolar affective disorder 417 17 362 6.67 (5.72-7.78) 292 28 871 3.77 (3.05-4.66)
Substance abuse at psychiatric

department
804 30 626 4.71 (4.24-5.23) 233 13 469 3.34 (2.80-3.98)

Substance abuse at somatic
hospital

672 56 351 2.54 (2.20-2.93) 202 27 370 1.71 (1.40-2.09)

Anorectic disorderb 3 145 5.61 (1.46-21.65) 25 3559 2.62 (1.08-6.38)
Any mental illness 1679 80 621 4.33 (3.92-4.77) 740 95 726 2.10 (1.86-2.37)
No mental illness 747 403 105 0.72 (0.61-0.86) 199 478 630 0.26 (0.20-0.35)

Abbreviation: CI, confidence interval.
aPopulation includes the 2.46 million people born in Denmark from January 1, 1955, through December 31, 1991, and followed up from 15 years of age to

2006. Cumulative incidence measures the percentage of persons in the population who had committed suicide within 36 years after onset of the disorder of
interest, taking into account that people may migrate or die of other causes.

bCumulative suicide risk for men with anorectic disorder was based on only 3 suicides.
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abuse disorder and a different additional mental disor-
ders during the same contact or at different times. In
all diagnostic groups, comorbidity with substance
abuse disorder increased the cumulative incidence of
suicide except among men with schizophrenia. In
Table 3, the cumulative incidence of suicide is pre-

sented for patients who had a diagnosis of a unipolar
affective disorder and a different additional mental dis-
order. For all mental disorders, comorbid occurrence
of unipolar affective disorder increased the cumulative
incidence of suicide.

In Table 4, the cumulative incidence for patients who
had attempted suicide at least once is presented in differ-
ent diagnostic groups among men and women. Overall,
across all diagnostic groups, deliberate self-harm doubled
the risk. The highest cumulative incidence of suicide was
found among men with bipolar disorder and deliberate self-
harm (17.08%; 95% CI, 11.19%-26.07%).

COMMENT

To our knowledge, this study has the hitherto largest
sample and includes a long-term follow-up of a com-
plete national sample from 15 to 51 years of age. We found
the absolute risk of suicide in different psychiatric dis-
orders to vary from 2% to 8%, higher for men than for
women and highest for men and women with bipolar dis-
order, unipolar affective disorder, schizophrenia, and
schizophrenialike disorder. For both sexes, comorbid oc-
currence of substance abuse and unipolar affective dis-
orders increased the absolute suicide risk, and co-
occurrence of deliberate self-harm generally doubled the
risk in each diagnostic group. The suicide risk in-
creased steeply during the first few years after first con-
tact with psychiatric services.

Although the absolute suicide risks identified in this
study are high, they are clearly lower than the often-cited
figures reported by Guze and Robins8 and Miles.7 Refer-
ences to those old, exaggerated estimates should be re-
placed by more recent and correct ones. Estimates of the
cumulative incidences in the literature have often ignored
the fact that people may emigrate or die of other causes.

The strengths of this study are the large and repre-
sentative number of cases investigated, the long follow-
up, and the fact that we accounted for emigration and
death from other causes. Omitting such censoring in our
sample would bias the absolute risks upward by approxi-
mately 10%.15,25
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Figure. Cumulative incidence of suicide by time since the first psychiatric
contact among men (A) and women (B).

Table 2. Cumulative Incidence of Suicide Up to 36 Years After the First Psychiatric Contact Among Individuals
With Comorbid Substance Abusea

Disorder

Men Women

No. of
Suicides

No. Followed
Up

Cumulative
Incidence, %

(95% CI)
No. of

Suicides
No. Followed

Up

Cumulative
Incidence, %

(95% CI)

Schizophrenia 170 4955 5.88 (4.90-7.04) 59 1734 6.88 (4.86-9.74)
Schizophrenialike disorders 197 5607 6.26 (5.23-7.51) 82 2703 5.74 (4.41-7.49)
Bipolar affective disorder 42 1101 10.01 (6.40-15.66) 19 870 5.20 (2.81-9.60)
Unipolar affective disorder 180 6763 6.74 (5.24-8.67) 92 5439 7.12 (4.68-10.83)
Anorectic disorderb 1 23 5.56 (0.87-35.37) 11 441 4.95 (2.58-9.48)
Any mental illness 862 34 539 4.60 (4.13-5.12) 270 17 733 3.26 (2.75-3.87)

Abbreviation: CI, confidence interval.
aPopulation includes the 2.46 million people born in Denmark from January 1, 1955, through December 31, 1991, and followed up from 15 years of age to

2006. Cumulative incidence measures the percentage of persons in the population who had committed suicide within 36 years after onset of the disorder of
interest, taking into account that people may migrate or die of other causes.

bCumulative suicide risk for men with anorectic disorder was based on only 1 suicide.
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The findings in our study are in agreement with the
meta-analysis performed by Bostwick and Pankratz12 and
Palmer et al,13 partly because Danish register-based stud-
ies contributed a large proportion of the patients and
person-years included in their analyses. Our study popu-
lation includes all the Danish patients included in the
meta-analyses; in our study, they were followed up lon-
ger than in previous studies.

There are some limitations in a register-based study
compared with a population-based survey. The study
population includes only persons who have received some
kind of treatment in psychiatric treatment facilities, and
outpatient treatment was recorded only since 1995. How-
ever, most other studies have the same limitations.

Another limitation is that we were able to identify in-
cident cases of mental illness only among people born
in 1955 or later and to follow up these individuals until

2006, that is, people who had received a diagnosis of a
mental illness before 51 years of age. We can only specu-
late whether the absolute risks reported are applicable
to people with later onset of a mental disorder.

Based on our material, we cannot estimate lifetime risk
because the cohort was followed up until, at most, 51 years
of age. Also, because the design of the study exploits the
advantages of including the longest possible historical pe-
riod, there is a risk that changes in suicide risk occurred
during the period investigated. Prior investigations have
previously demonstrated that suicide rates for patients
with schizophrenia,26 affective disorder, and substance
abuse27 decreased and can be influenced by a range of
conditions related to the treatment, as well as to other
factors, such as availability of dangerous means.

The number of persons with bipolar disorder in our
sample is much lower than the number of cases of schizo-

Table 3. Cumulative Incidence of Suicide Up to 36 Years After the First Psychiatric Contact Among Individuals With Comorbid
Unipolar Affective Disordera

Disorder

Men Women

No. of
Suicides

No. Followed
Up

Cumulative
Incidence, %

(95% CI)
No. of

Suicides
No. Followed

Up

Cumulative
Incidence, %

(95% CI)

Schizophrenia 64 1698 7.02 (5.06-9.73) 46 1649 6.18 (4.30-8.89)
Schizophrenialike disorders 96 2521 9.20 (6.89-12.30) 95 3140 5.16 (4.05-6.57)
Bipolar affective disorder 60 1173 9.63 (7.10-13.06) 42 1915 5.03 (3.12-8.11)
Substance abuse at psychiatric

department
159 5827 6.85 (5.34-8.79) 81 4085 7.39 (4.86-11.26)

Substance abuse at somatic
hospital

94 3727 5.66 (3.68-8.69) 58 3177 5.61 (3.56-8.85)

Anorectic disorderb 1 23 5.59 (0.88-35.65) 5 644 3.77 (0.93-15.23)
Any mental illness 410 16 984 6.63 (5.67-7.75) 292 28 307 3.81 (3.08-4.72)

Abbreviation: CI, confidence interval.
aPopulation includes the 2.46 million people born in Denmark from January 1, 1955, through December 31, 1991, and followed up from 15 years of age to

2006. Cumulative incidence measures the percentage of persons in the population who had committed suicide within 36 years after onset of the disorder of
interest, taking into account that people may migrate or die of other causes.

bCumulative suicide risk for men with anorectic disorder was based on only 1 suicide.

Table 4. Cumulative Incidence of Suicide Up to 36 Years After the First Psychiatric Contact Among Individuals Admitted After
Deliberate Self-harma

Disorder

Men Women

No. of
Suicides

No. Followed
Up

Cumulative
Incidence, %

(95% CI)
No. of

Suicides
No. Followed

Up

Cumulative
Incidence, %

(95% CI)

Schizophrenia 193 2801 10.26 (8.36-12.58) 111 2118 10.85 (8.43-13.95)
Schizophrenialike disorders 215 3112 9.98 (8.35-11.93) 151 2994 8.00 (6.46-9.91)
Bipolar affective disorder 58 651 17.08 (11.19-26.07) 47 991 9.39 (6.07-14.54)
Unipolar affective disorders 223 4277 10.48 (8.24-13.32) 184 6567 6.51 (5.23-8.09)
Substance abuse at psychiatric

department
439 10 461 6.54 (5.82-7.34) 174 5999 5.04 (4.19-6.06)

Substance abuse at somatic
hospital

351 10 555 5.53 (4.68-6.53) 155 6968 4.03 (3.32-4.90)

Anorectic disorderb 1 16 10.42 (1.79-60.55) 14 555 4.38 (2.48-7.75)
Any mental illness 799 16 274 8.10 (7.32-8.96) 450 17 993 4.57 (4.03-5.17)

Abbreviation: CI, confidence interval.
aPopulation includes the 2.46 million people born in Denmark from January 1, 1955, through December 31, 1991, and followed up from 15 years of age to

2006. Cumulative incidence measures the percentage of persons in the population who had committed suicide within 30 years after onset of the disorder of
interest, taking into account that people may migrate or die of other causes.

bCumulative suicide risk for men with anorectic disorder was based on only 1 suicide.
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phrenia. The explanation for the smaller figures is that
many cases classified as bipolar II disorder in DSM terms
will not be classified as bipolar disorders in ICD-8 and
ICD-10 and also that the incidence of bipolar disorder
peaks at a later age28 compared with schizophrenia.29 In
the present, rather young cohort, some individuals have
not yet developed bipolar disorder.

All persons in this study were classified according to
the clinical diagnosis given at first contact with mental
health services after 15 years of age. Diagnostic switch
between, for instance, schizophrenialike disorder and
schizophrenia or a switch between unipolar affective
disorder and bipolar disorder is therefore not taken into
account. Theoretically, persons who later switched
from one group to another could have a different risk
than those who remained in the same group, thereby
artificially leveling out differences between diagnostic
groups. However, diagnostic switch cannot be taken
into account without introducing survival bias (healthy-
worker effect).

Large prospective studies of first-onset cases with a
long follow-up, such as the present study and the recent
British 40-year follow-up of first-episode psychosis cases,30

provide good estimates of suicide risk. However, an in-
herent problem with such studies is that, by the time the
results become available, the risk for new patients with
first-episode psychosis may have changed because of
changes in treatment and other factors.31 Since 2000, sui-
cide rates in Denmark have been clearly lower than those
in the previous decades, when many of the cases in the
cohort died.31

We did find higher figures than Dutta et al5,30 in their
study of patients with first-episode psychosis, which can
be partly explained by differences between the 2 coun-
tries in classification of suicide, with higher suicide rates
in Denmark.32 Other possible explanations are the higher
proportion of outpatients in the British sample, differ-
ences in determination of cause of death, differences in
access to data on previous treatment, or differences in
the completeness of follow-up due to the Danish unique
nationwide personal identifier, which ensures the most
optimal conditions for selecting a true first-time-treated
population and a complete follow-up. It is a limitation
that the data are only available from Denmark, which
might limit generalization of our findings to other coun-
tries. In the 1980s, Denmark had extraordinarily high sui-
cide rates, most likely because of a large number of sui-
cides with barbiturates.33 Because some suicides in this
study occurred during that period, these figures might
not reflect conditions in other countries.

Despite these limitations, it is beyond doubt that the
risk of suicide is high in all the investigated mental dis-
orders, and suicide preventive measures should be a man-
datory part of treatment programs, not only for affective
disorders but also for schizophrenia and related disor-
ders, for substance abuse, and for anorexia.34 It is also
evident that a history of deliberate self-harm markedly
increases the risk of suicide across all diagnostic groups.
In addition, as underlined in recent findings from a large
Swedish study,35 attempted suicide should be consid-
ered a very important risk factor among patients with dif-
ferent mental disorders.

The fact that the steepest increase in suicide risk oc-
curs during the initial years after first contact with men-
tal health services can serve as an argument for inten-
sive early-intervention services. By establishing closer
contact and closer monitoring of symptoms, we hope that
such services can reduce suicide risk in this high-risk pe-
riod and thereby ensure that the long-term risk of sui-
cide may be influenced positively.
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Across cultures and centuries, adolescence 
has been noted as a time of dramatic 
changes in body and behaviour. Although 
most teenagers successfully navigate the 
transition from dependence on a caregiver 
to being a self-sufficient member of society, 
adolescence is also a time of increasing 
incidence of several classes of psychiatric ill-
ness, including anxiety and mood disorders, 
psychosis, eating disorders, personality 
disorders and substance abuse. The patho-
physiology of these disorders is increasingly 
understood as arising from aberrations of 
the maturational changes that normally 
occur in the adolescent brain.

In this Perspective we address the neuro-
biological changes that occur during adoles-
cence and discuss their possible relationship 
to the emergence of psychopathology. We 
focus on three major disorders, namely 
schizophrenia, substance-use disorders 
and affective/anxiety disorder, because our 
understanding of their developmental neuro-
biological basis has increased considerably 
in recent years.

Typical development of the adolescent brain 
In the past 15 years there has been an 
impressive accumulation of knowledge 
about the development of the structure and 
the function of the human brain. Studies 
carried out with MRI1–4 in children and ado-
lescents have allowed investigators to chart 

trajectories of grey- and white-matter vol-
umes, cortical thickness and, more recently, 
other structural properties of white matter, 
such as fractional anisotropy and magnetization-

transfer ratio (MTR), as well as age-related 
changes in brain activity (BOX 1).

Brain structure. Most of the existing 
literature on age-related changes in brain 
structure has been reviewed in detail else-
where5,6. Here we note only the most salient 
findings.

Volumes of cortical grey matter seem to 
increase during childhood, reaching peak 
levels at approximately the time of puberty 
onset, after which they gradually decline; 
this is the case for the frontal and parietal 
lobes but not for the temporal lobes7. Local 
volume of cortical grey matter declines 
during childhood and adolescence in most 
regions, with the slope of the decline varying 
from relatively gentle (for example, in the 
anterior portion of the superior temporal 
gyrus (STG)) to steep (for example, in the 
posterior portion of the STG) and, in some 
cases, displaying a nonlinear relationship 
with age; for example, between 10 and 
20 years of age, an ‘inverted-U-shaped’ 
relationship between age and cortical grey 
matter has been found in the post-central 
gyrus, and a ‘U-shaped’ relationship has 
been found in the mid-dorsolateral frontal 
cortex8,9 (FIG. 1). 

Volumes of white matter show a rather 
clear linear increase throughout child-
hood and adolescence, with the maximum 
volumes often reached as late as the third 
decade of life10. It seems that the slope of the 
age-related increase is steeper in males than 
in females7,11. More recently, diffusion tensor

imaging (DTI) has been used to assess white-
matter changes in more detail in the human 
brain during childhood and adolescence. 
Overall, DTI studies reveal age-related 
decreases in the magnitude and increases 
in the directionality of water diffusion in a 
number of white-matter regions12–14, many 
of which are identical to those revealed by 
structural MRI studies, such as those of the 
arcuate fasciculus. Such changes in DTI-
derived measures may indicate ongoing 
maturation of axons and/or their myelin 
sheaths (see below).

Brain activity. The overall picture to be 
gleaned from the existing descriptive studies 
of age-related changes in brain activity is less 
coherent than that for structural changes. 
This is due to the fact that functional MRI 
(fMRI) studies usually focus on a particular 
brain function, and to the fact that the behav-
ioural paradigms used to assess that brain 
function often differ across laboratories. It is 
also more challenging to interpret fMRI data 
than structural measurements, owing to the 
indirect nature of the fMRI signal (BOX 1) and 
the large number of potential confounders, 
such as levels of anxiety and arousal during 
scanning, varying task performance across 
participants, and the use of different cogni-
tive strategies by different participants in 
the same task — all of these might interact 
with the effects of age. We will touch here on 
two sets of fMRI studies of adolescents that 
respectively focused on cognitive control (or 
executive functions) and on experiencing 
gains and losses of various rewards.

A number of the initial studies that 
investigated how task-related brain activ-
ity changes during development focused 
on executive functions, such as working 
memory and response inhibition. But, as we 
reviewed previously6, many such executive 
abilities are fully developed by the time a 
child enters adolescence6. On the other hand, 
certain aspects of executive function, such as 
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planning time and delayed gratification, do 
improve significantly from mid-adolescence 
(~16 years of age) onward, as indicated 
by recent behavioural studies15. An fMRI 
study found age-related (between the ages 
of 7 and 22 years) increases in the blood-
oxygenation-level-dependent (BOLD) signal 
in the prefrontal and parietal cortices during 
the performance of a working-memory task 
even after factoring out inter-individual 
differences in performance16. Similar BOLD 
increases were observed in these regions 
during the performance of a variety of tasks 
that involve some form of response inhibi-
tion, including the Stroop task17, the anti-

saccade task18, the stop task19 and, to a certain 
extent, the go/no-go task20 and the Eriksen

flanker task21.
Adolescence has traditionally been 

associated with risk-taking and sensation-
seeking behaviour22. In this context, several 
investigators used fMRI to examine pos-
sible differences in brain activity between 
children, adolescents and young adults 
during the experience of gains or losses of 
various rewards. Owing to its role in reward 
and motivation23, the nucleus accumbens 
(or ventral striatum) was the focus of most 
of these studies. If adolescents were ‘driven’ 
by reward seeking, one would expect a 
heightened engagement of this structure 

during tasks that involve reward seeking. 
This seemed to be the case in participants in 
some24,25 but not other26 studies. For exam-
ple, one study26 described an increase from 
early adolescence to young adulthood (12 to 
28 years) in the BOLD signal in the nucleus 
accumbens during the anticipation of 
monetary gains; this was the case even when 
self-reported level of excitement in response 
to seeing anticipatory cues was taken into 
account. It is worthwhile to point out that in 
the same study, excitement correlated posi-
tively with the BOLD signal in the nucleus 
accumbens even when age was taken into 
account. This observation highlights the 
importance of considering various aspects of 
behaviour when interpreting fMRI findings.

Although functional imaging studies 
are beginning to illuminate the functional 
maturation of the neural circuits that are 
involved in, for example, executive functions 
and reward processing, future studies need 
to increase substantially sample sizes and 
enhance the behavioural characterization 
of subjects’ performance in the scanner in 
order to learn more about brain–behaviour 
relationships during adolescence.

Interpretation of underlying mechanisms
The age-related changes in brain structure 
and function during adolescence described 

above have been interpreted using various 
conceptual frameworks. Changes in synaptic 
pruning and myelination have been the 
most popular explanations for the structural 
findings in the adolescent brain, whereas 
age-related alterations in neural connectivity 
and neurotransmission might underlie the 
functional changes associated with ado-
lescence. We will now address, in a critical 
manner, such mechanistic interpretations.

Does adolescence involve changes in prun-
ing and myelination? MRI-based estimates 
of the volume of cortical grey matter and 
cortical thickness seem to decrease during 
adolescence. This has often been interpreted 
as an indication of ‘synaptic pruning’, a pro-
cess by which ‘redundant’ synapses that were 
overproduced in the early years of life are 
eliminated (see REF. 27 for a critical appraisal 
of “neural Darwinism”).

The initial evidence for accelerated 
synaptic pruning during development came 
from post-mortem studies by Huttenlocher 
and colleagues, who described a decrease 
in the number of synapses in the human 
cerebral cortex during childhood and ado-
lescence28,29,30. It should be noted, however, 
that these studies were limited by the low 
number of specimens that were available 
for the different stages of human develop-
ment, especially the adolescent period. 
Furthermore, most of the data do not actu-
ally indicate accelerated pruning of synapses 
during adolescence; rather, they indicate 
a gradual decrease in synapse number 
that begins (in several cortical regions) 
in childhood. More-definite evidence of 
synapse elimination during adolescence was 
provided by studies carried out by Rakic 
and colleagues in non-human primates31,32. 
Using electron microscopy, they observed a 
dramatic decrease in the number of synapses 
in the monkey visual cortex, as well as in 
other cortical areas, during puberty (that is, 
between the age of 2.5 and 5 years), whether 
the data were expressed as number of syn-
apses per neuron or as number of synapses 
per 1 mm3 of neuropil (~45% loss). But it 
is unlikely that this decrease in synaptic 
density translates into a decrease in cortical 
volume: Bourgeois and Rakic commented 
that “changes in the density of synapses 
affect very little either the volume or surface 
of the cortex because the total volume of 
synaptic boutons … is only a very small frac-
tion of the cortical volume” and concluded 
that “…a decline of synaptic number during 
puberty should have a rather small effect on 
the overall volume of the cortex” (REF. 32). 
Finally, it is often assumed that age-related 

 Box 1 | Neuroimaging

MRI has revolutionized the way we can study the structure and function of the brain in living 
human beings throughout the entire lifespan1. The principles of MRI are relatively straightforward: 
in most applications, the magnetic resonance signal results from the magnetic properties of 
hydrogen atoms, which form part of the most abundant substance in the human body, water. By 
placing the human body in a strong (0.5–7.0 T) static magnetic field (B

0
) and applying a brief pulse 

of electromagnetic energy, we can make the dipoles formed by the hydrogen nuclei rotate away 
from their axes and, in turn, measure the time it takes for the nuclei to ‘relax’ back to their original 
position. By slightly changing the static magnetic field at different positions along/across the B

0
, 

we can establish the spatial origin of the signal and, eventually, create a three-dimensional image 
of the measurement. What is measured depends on the combination of various imaging 
parameters or, in the terminology of the MR physicists, on the acquisition sequence.

For imaging brain structure, the most common acquisition sequences include T1-weighted 
(T1W) and T2W images, diffusion-tensor images (DTI) and magnetization-transfer images (MT). 
The T1W and T2W images are typically used to quantify the volume of grey and white matter 
(global and regional) and to estimate the cortical thickness or other morphological properties of 
the cerebral cortex, such as its folding. Using DTI and MT imaging one can assess different 
properties of white matter, again in both a global and a regional manner. The various features of 
brain structure that can be extracted from these four types of images are described in the main 
text. In addition to the above sequences, less common but often even more informative 
acquisitions include T1 and T2 relaxometry (that is, measurement of the actual relaxation times2) 
and magnetic resonance spectroscopy3.

For imaging brain function, the most common MR parameter to measure is the so-called blood-
oxygenation-level-dependent (BOLD) signal. The BOLD signal reflects the proportion of 
oxygenated and deoxygenated blood in a given brain region at a given moment. A strong 
correlation between the amount of synaptic activity and regional cerebral blood flow is the reason 
why the BOLD signal is a good, albeit indirect, measure of brain ‘function’ (REF. 4). In most 
functional MRI studies, one measures changes in BOLD signal in response to various sensory, 
motor or cognitive stimuli. Therefore, only brain regions that are likely to respond to such stimuli 
can be interrogated using a given paradigm.
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changes in cortical grey matter, glucose 
metabolism and synaptic density follow 
similar developmental trajectories from birth 
to adulthood and, hence, reflect the same 
cellular events; this is clearly not the case, 
especially during adolescence (FIG. 1).

If the number of synapses per se is 
unlikely to change the cortical volume and/
or thickness, then what other cellular ele-
ments could affect it? Approximately 10% 
of the (mouse) cortex is occupied by glial 
cells and approximately 60% is occupied 
by neuropil, which consists of dendritic 
and axonal processes33. It is conceivable 
that a reduced number of synapses, and 
a corresponding decrease in metabolic 
requirements, would be accompanied by a 
reduction in the number of glial cells, lead-
ing to a decrease in the regional volume  
and/or thickness of cortical grey matter. But 
it is perhaps even more likely that the appar-
ent loss of grey matter reflects an increase in 
the degree of myelination of intra-cortical 
axons. Myelination of intra-cortical fibres 
progresses gradually from birth to adult-
hood34,35. The more myelinated the fibres are, 
the less ‘grey’ the cortex would appear on 
regular T1-weighted images. Such a ‘partial-
volume’ effect could result in an apparent 
loss of cortical grey matter6.

Given the well-documented histology-
based increase in the degree of myelination 
of white-matter pathways during the first 
two decades of human life36, it is perhaps not 
surprising that any changes in the volume 
or density of white matter, as revealed by 
computational analyses of T1-weighted 
images, are attributed to changes in myelina-
tion. Again, assumptions based on previous 
knowledge influence the interpretation of 
new data. Quite often we read articles that 
report age-related changes in myelination 
only to realize that what had actually been 
measured were volumes of white matter. Is 
it only a matter of semantics or could other, 
myelination-independent processes affect 
the volume and/or other features of white 
matter? In one of our large studies of human 
adolescence, we have observed a dissociation 
between age-related changes in the volume 
of white matter and changes in the MTR 
(an indirect index of the amount of myelin 
in white matter)37. Although white-matter 
volume increased with age during male ado-
lescence, MTR values decreased, indicating a 
decrease in the amount of myelin per unit of 
volume (FIG. 2).

If myelin does not increase, what could 
be driving the observed increase in white-
matter volume in males? Our tentative 
answer is a change in axonal calibre: the 

Figure 1 | Schematic representations of developmental trajectories in local volume of cortical 
grey matter, glucose metabolism and synaptic density. Plots of grey-matter density (top graph) 
are based on data by Gogtay et al.8 and illustrate the local grey-matter density in the mid-dorsolateral 
prefrontal cortex in red, in the angular gyrus of the parietal cortex in blue, in the posterior superior 
temporal sulcus of the temporal cortex in purple, and in the occipital pole in green. Plots of glucose 
metabolism (middle graph) are based on data by Chugani et al.109 and provide information about the 
absolute values of local cerebral metabolic rate (LCMR) for glucose in the frontal (red), parietal (blue), 
temporal (purple) and occipital (green) cortices. Plots of synaptic density in the prefrontal (red)  
and visual (green) cortices (bottom graph) are based on data by Huttenlocher and de Courten28 and 
Huttenlocher110, as re-plotted on a semi-logarithmic scale by Rakic et al.111. To facilitate the comparison 
across the different plots, the vertical line indicates age 15 years. Note the following features of the 
trajectories, especially between childhood and adulthood: for cortical grey matter, different trajecto-
ries are observed in different cortical regions; for glucose metabolism, the same trajectories are found 
in the four different lobes; the same trajectories are also found for synaptic density in the prefrontal 
and occipital cortices. Taken together, these plots indicate that it is unlikely that there is a direct 
relationship between the three sets of measures.
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larger the calibre, the fewer axons fit into 
the same unit of imaged volume, resulting 
in a relative decrease in the myelination 
index37. Although more work is needed to 
confirm this initial observation, it serves as 
a reminder that most of the MRI studies are 
not specific enough to allow one to interpret 
their findings as reflecting a single neuro-
biological process such as myelination.

Overall, as tempting as it might be to 
interpret descriptive findings obtained 
from structural MRI using mechanistic 
neurobiological processes, such as synaptic 
pruning or myelination, the evidence that 
supports such interpretations is limited. 
There is a pressing need to acquire direct 
evidence of the processes that underlie 
the observed changes in grey- and white-
matter volume during adolescence using 
experimental models, in which investigators 
can combine in vivo and ex vivo methods to 
bring together descriptive and mechanistic 
levels of analysis. Until this happens, we sug-
gest that a more cautious and open-minded 
approach is warranted. 

Neural connectivity. Two key features char-
acterize the functional organization of the 
mammalian brain: specialization and inte-
gration. Clearly, the structural and functional 
maturation of the neural pathways that 
connect a set of specialized brain regions is 
therefore essential for the successful devel-
opment of cognitive, motor and sensory 
functions from infancy through childhood 
and adolescence and into adulthood. There 
are many different ‘connectivities’. Studies 

of anatomical connectivity allow one to 
detect, using injection of radioactive tracers 
into the brain of experimental animals, the 
efferent and afferent projections of small 
populations of neurons. This is not the 
same as anatomical ‘connectivity’ assessed 
with DTI-based tractography, as this 
technique does not allow one to identify 
point-to-point (or cell-to-cell) connec-
tions between distinct neural populations. 
Functional connectivity captures the cor-
relation between the neural activity of a set 
of brain regions that are ‘engaged’ during 
a particular task or measured at rest. But 
such correlations do not provide informa-
tion regarding the causality or directionality 
of inter-regional interactions. Effective 
connectivity attempts to address this issue 
either by manipulating brain activity in one 
region and evaluating the effect of such 
manipulation elsewhere, or by using  
mathematical models38.

An example of a study that investigated 
functional connectivity during childhood 
and adolescence is an investigation of 
memory encoding in subjects between 11 
and 19 years of age39. The study showed an 
age-related decrease in the fMRI signal in 
the left medial temporal lobe of subjects 
viewing photographs of natural outdoor 
scenes, whereas no age-related change was 
found in the control condition in which 
subjects viewed the same scene over and 
over. The authors used voxel-wise regression 
analysis to identify brain regions in which 
the fMRI signal correlated with that meas-
ured in two subregions of the left medial 

temporal lobe, namely the hippocampus and 
the entorhinal cortex — structures that are 
known to participate in encoding new infor-
mation. This analysis revealed an age-related 
increase in the correlation between activity in 
the left entorhinal cortex and activity in the 
left dorsolateral prefrontal cortex. This work 
nicely illustrates the importance of including 
analyses of functional connectivity in devel-
opmental studies: although the fMRI signal 
decreased with age in one of the memory-
relevant structures (the entorhinal cortex), the 
proposed interaction between this structure 
and other brain regions (the prefrontal  
cortex) actually increased with age.

Another study investigated functional 
connectivity in the context of possible neural 
substrates of resistance to peer influences 
(RPI) in early adolescence (10-year-old 
children)40. This study aimed to determine 
whether the probability with which an adoles-
cent follows the goals set by peers or those set 
by themselves might depend on the interplay 
between three neural systems. First, the 
action-observation network, which is con-
sidered by many to be the neural substrate of 
imitation41; it consists of frontal and parietal 
regions that are involved in the preparation 
and execution of actions. In this network, 
so-called ‘mirror neurons’ in the inferior pre-
motor cortex, the inferior frontal gyrus and 
the anterior inferior parietal lobe are active 
both when subjects perform a specific action 
themselves and when they observe another 
individual performing the same action41. 
Second, the biological-motion processing net-
work42 (also known as the superior temporal 
sulcus (STS) network), which has an impor-
tant role in extracting socially relevant cues, 
such as those imparted by the movements of 
eyes or hands. Neurons in the STS respond 
selectively to the presentation of dynamic 
bodies, body parts or faces42. Third, the exec-
utive network43, which supports a number 
of cognitive processes that underlie decision 
making, working memory and the suppres-
sion of alternative programmes that would 
otherwise interfere with planned actions; 
it consists of a set of regions in the lateral 
and medial prefrontal cortex43. In the study, 
subjects lying in an MRI scanner were asked 
to watch brief video clips containing face 
or hand/arm actions that were executed in 
neutral or angry ways, while changes in fMRI 
signals were measured. Outside the scanner, 
the subjects completed an RPI question-
naire44. Children with high RPI scores showed 
stronger inter-regional activity correlations 
in brain activity across the three networks 
while watching angry hand actions than the 
children who had low RPI scores (FIG. 3). 

Figure 2 | Sexual dimorphism in the maturation of white matter during adolescence. a | Age-related 
changes in the relative (brain-size corrected) volume of white matter summed across the frontal, pari-
etal, temporal and occipital lobes. b | Age-related changes in mean-centred values of magnetization 
transfer ratio (MTR) in the lobar white matter; the MTR provides an indirect index of myelination. Note 
that the opposite developmental trajectories in volume and MTR in males suggest that age-related 
increases in white-matter volume during male adolescence are not driven by myelination. Graphs are 
based on data from REF. 37.
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This method identified activity correlations 
between areas that included both regions 
involved in action observation (the fronto-
parietal and temporo-occipital systems) and 
regions in the prefrontal cortex. Thus, what 
distinguished subjects with high and low 
resistance to peer influences was not the  

magnitude of the BOLD response in individ-
ual brain regions but the degree of functional 
connectivity between regions.

Neurochemistry. The efficacy of com-
munication across neuronal networks 
depends crucially on the state of the various 

neurotransmitter systems (BOX 2). In adults, 
positron emission tomography (PET) is 
one of the in vivo techniques that is used to 
assess the state of neurotransmitter systems, 
such as the activity of the enzymes that are 
involved in the synthesis or metabolism of a 
given neurotransmitter or the number of 

Figure 3 | Functional connectivity correlates 
with resistance to peer influence. This figure 
shows functional connectivity, indexed by inter-
regional correlations in functional MRI (fMRI) 
signals, during the observation of angry hand 
movements in children who differ in their resist-
ance to peer influences (RPI). a | Correlations 
between the fMRI signal in a combination of 
brain regions during observation of angry and 
neutral hand movements and facial expressions 
and scores on the RPI questionnaire. b | Brain 
activity (brain score) during angry hand move-
ments correlated strongly with RPI scores.  
c | Locations of brain regions in which the fMRI 
signal correlated with the RPI score during the 
observation of angry hand movements; only 
regions that are visible on the lateral surface of 
the left and right hemispheres are shown.  
d | Correlation matrices depicting inter-regional 
correlations of fMRI signals measured during the 
observation of angry hand movements in sub-
jects with high (left) and low (right) RPI scores 
(subjects with RPI scores above and below the 
group median, respectively). The degree of inter-
regional correlation (that is, functional connec-
tivity) is higher in children with high RPI scores 
than in children with low RPI scores. e | Multi-
dimensional scaling representations of the inter-
regional correlations of the 25-dimensional 
matrix depicted in part d. Brain regions between 
which the fMRI signals (during the observation of 
angry hand movements) were strongly correlated 
are placed close together. Functional connectiv-
ity between regions is greater in children with 
high RPI scores (left graph) than in children  
with low RPI scores (right graph). CB1, cerebel-
lum, right; CB2, cerebellum, right; CN, caudate 
nucleus, right; F01, premotor cortex, dorsal, left; 
F02, premotor cortex, dorsal, right; F03, pre-
motor cortex, ventral, left; F04, premotor cortex, 
ventral, right; F05, frontal operculum, right; F06, 
cingulate motor area, left; F07, insula, anterior, 
left; F08, prefrontal cortex, ventrolateral, right; 
F09, prefrontal cortex, dorsolateral, left; F10, 
prefrontal cortex, dorsolateral, right; F11, pre-
frontal cortex, ventrolateral, left; F12, anterior 
cingulate cortex, right; F13, orbitofrontal cortex, 
lateral, left; F14, prefrontal cortex, medial; O01, 
fusiform gyrus, left; P01, posterior cingulate 
cortex; P02, precuneus, left; P03, parietal cortex, 
dorsolateral, right; P04, parietal cortex, dorso-
medial, right; SC, superior colliculus, right;  
T01, superior temporal sulcus, middle, right; T02, 
superior temporal sulcus, posterior, right;  
T03, hippocampus, right. Figure reproduced, 
with permission, from REF.40  (2007) Society for 
Neuroscience.
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the receptors for the transmitter. Owing to 
radiation concerns, however, PET cannot 
be used in healthy children or adolescents. 
Therefore, most of our knowledge of devel-
opmental changes in neurotransmitters is 
derived from post-mortem studies in human 
and non-human primates.

We now consider developmental changes 
in the dopaminergic system, which has 
often been conceptualized as underlying 
adolescent-specific changes in motivational 
behaviour45. The existing data are not 
entirely consistent with this view, however. 
In the monkey, levels of the catecholamine-
synthesizing enzyme tyrosine hydroxylase 
(TH) do not change during postnatal devel-
opment in cortical layers I and VI. In layer 
III, TH levels are highest during infancy 
(5–7 months of age) in the entorhinal cor-
tex46 and during puberty (2–3 years of age) 
in the prefrontal cortex47.

In humans, two recent post-mortem 
studies evaluated age-related changes in 
TH, catechol-O-methyltransferase (COMT) 
and a number of dopamine receptors in 
the human prefrontal cortex; COMT is a 
dopamine-metabolizing enzyme that is 
particularly important for dopaminergic 
transmission in the prefrontal cortex. No 
differences in COMT activity were found 
between infants (5–11 months of age), 
adolescents (14–18 years) and young adults 
(20–24 years)48— COMT activity increased 
only in adulthood (31–43 years)48. The 
second study showed that TH levels in the 
human prefrontal cortex were highest in 
neonates and by adolescence had declined to 
the levels observed in adults49. The same was 
true, in the same region, for expression of 
the dopamine D2 receptor gene, DRD2. By 
contrast, expression of DRD1 was highest in 
adolescents (14–18 years) and young adults 

(20–24 years) in all layers of the prefrontal 
cortex. Levels of DRD4 in the prefrontal cor-
tex did not change with age49. These findings 
illustrate that, contrary to prior assumptions, 
developmental changes in the different ele-
ments of dopaminergic transmission during 
adolescence are complex — very few, if any, 
of these elements peak during adolescence. 
As such, these age-related variations — in 
particular in the prefrontal cortex — are not 
likely to account for differences between 
adolescents and adults in motivation-related 
modulation of cortical activity.

Psychopathology and adolescence
The results of the National Comorbidity 
Survey Replication study, which entailed in-
person household assessments of over 9,000 
people representative of the US population 
(conducted from February 2001 to April 
2003), indicated that the peak age of onset 
for any mental health disorder is 14 years50. 
Anxiety disorders, bipolar disorder, depres-
sion, eating disorder, psychosis (including 
schizophrenia) and substance abuse all most 
commonly emerge during adolescence50,51 
(FIG. 4). The emergence of certain psycho-
pathologies is probably related to anomalies 
or exaggerations of typical adolescent 
maturation processes acting in concert with 
psychosocial factors (for example, school and 
relationships) and/or biological environmen-
tal factors (for example, pubertal hormonal 
changes and drugs of abuse), as will be 
discussed later. Here we focus on schizo-
phrenia, affective and anxiety disorders and 
substance-use disorders because they are 
among the most well-studied, common and 
disabling disorders that emerge during ado-
lescence, and they serve to highlight aberra-
tions in the key developmental domains of 
cognition, affect and motivational behaviour.

Schizophrenia. Schizophrenia is a com-
mon disorder, with a lifetime prevalence 
of approximately 1%. It typically begins 
in adolescence or early adulthood and is 
characterized by unusual beliefs and experi-
ences, namely delusions and hallucinations 
(collectively termed positive symptoms), 
social withdrawal and flat affect (negative 
symptoms), and cognitive impairment, nota-
bly in executive functions. An early onset 
of schizophrenia, during or even before 
adolescence, is associated with more-severe 
impairments52. The emerging ability to 
think abstractly during adolescence permits 
the application of advanced reasoning to 
social and interpersonal processes. These 
abilities are critically impaired in patients 
with schizo phrenia, which led Feinberg to 
propose a relationship between late- 
adolescence-onset schizophrenia and 
changes that occur during adolescent brain 
development53. For example, the number and 
the duration of delta-wave sleep periods nor-
mally decrease during healthy adolescence53. 
In adolescents and young adults with schizo-
phrenia, this reduction in delta-wave sleep is 
even more pronounced54,55. Delta-wave sleep 
represents the summed synchronous electri-
cal activities of large assemblies of cortical 
neurons. On the basis of these observations, 
Feinberg speculated that schizophrenia 
might be a consequence of an exaggeration 
of the typical synaptic elimination that takes 
place during adolescence53.

Subsequently, several lines of evidence 
have lent support to this hypothesis (that an 
“exaggeration of typical adolescent changes” 
has occurred in patients with schizo-
phrenia)54. In addition to the exaggerated 
reductions in delta-wave sleep in adolescent 
patients with schizophrenia55, patients with 
schizophrenia have prominent reductions 
in the level of membrane phospholipid 
precursors in the prefrontal cortex56, in 
prefrontal metabolism57 and in volumes of 
grey matter in the frontal cortex58; all of these 
observations are consistent with an exag-
geration of the changes that occur in typical 
development. In a rare case of childhood-
onset schizo phrenia (onset before the age of 
12 years), which is phenomenologically simi-
lar to adolescent- or adult-onset schizophre-
nia, the typical decrease in frontal grey-matter 
volume that is seen in healthy subjects during 
adolescence was exaggerated fourfold58. 

Direct evidence of a decrease in the 
number of synapses and other neural ele-
ments in schizophrenia comes from post-
mortem studies that indicated a decreased 
density of synaptic spines59, a reduction in 
neuropil60 and decreased expression of the 

 Box 2 | Basics of neurotransmission

Transmission of information from one neuron to the next involves several steps. Local excitatory 
and inhibitory postsynaptic potentials (EPSPs and IPSPs) are continuously being summed at the 
axonal hillock, and once a threshold value is reached an action potential is generated. The action 
potential then travels along the axon and, at the synapse, causes a release of neurotransmitters. 
The so-called conduction velocity is higher in myelinated axons than in non-myelinated axons and 
is also higher in large-diameter axons than in small-diameter axons104–106. Neurotransmitters are 
chemicals that either relay action potentials or modulate (for example, amplify) this process. 
Neurotransmitters include amino acids (for example, glutamate and GABA ( -aminobutyric acid)), 
monoamines (for example, dopamine, serotonin and noradrenaline), acetylcholine and many 
neuropeptides (for example, oxytocin). Glutamate and GABA are the main excitatory and 
inhibitory neurotransmitters, respectively, and dopamine is one of the most studied 
neuromodulators. The action of a particular neurotransmitter is mediated by a receptor; a given 
neurotransmitter can bind to a number of receptor subtypes that are found in different brain 
regions, or different layers of the cerebral cortex, in different densities107,108. The complex 
interaction between the various neurotransmitters released at any given time at the synapse 
determines the number of EPSPs and IPSPs generated on the postsynaptic membrane and, in turn, 
the firing of the neuron.
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synaptic marker synaptophysin61. Although 
this evidence supports a neurodevelopmen-
tal pathophysiology of schizophrenia, it 
does not provide indications regarding its 
aetiology. The cause of schizophrenia prob-
ably lies in the interplay between genetic and 
environmental factors, perhaps involving pre- 
and perinatal adverse events, a sub optimal 
postnatal environment during infancy and 
childhood, and biological stressors during 
adolescence.

Substance abuse. Adolescents are more 
likely to experiment with drugs. Substance-
abuse disorders in adults typically begin 
during the teenage years; they can be 
preceded by behavioural disturbances and 
poor adjustment in childhood, as shown 
by recent results from the National Child 
Development Study62. An earlier onset of 
drug use predicts a greater severity of addic-
tion problem63 and might serve as a ‘gateway’ 
to the use of multiple substances later in life64.

Certain personality traits are important 
risk factors for substance use, including high 
levels of novelty seeking and low levels of 
harm avoidance65,66. Across a wide array 
of mammalian species, adolescents exhibit 
increased risk taking and novelty seeking 
and a greater valuation of social factors67,68. 
Although these characteristics foster inde-
pendence from the natal family, they also 
increase the risk for harmful behaviours, 
including, in humans, substance use and 
abuse. Some investigators have speculated 
that risk-taking and reward-seeking 
behaviours in adolescents might be related 
to a heightened sensitivity for reward24. As 

discussed above, this notion has been sup-
ported by fMRI studies that found greater 
feedback-related activity using a monetary-
reward task in reward circuitry, namely 
the nucleus accumbens, in adolescents25. 
But other studies found the opposite pat-
tern, namely lower accumbens activity in 
response to monetary gains in adolescents 
than in young adults26. On the other hand, 
the activity of the medial-frontal circuitry, 
which is implicated in conflict monitor-
ing and decision making, increases from 
adolescence to adulthood during fMRI tasks 
in which participants assume some risk of 
penalty in pursuit of an explicit reward. This 
developmental difference is less pronounced, 
however, when potential penalties in the task 
are severe69.

Compounding these social and behav-
ioural risks is the possibility that adolescents 
have less-aversive biological responses to 
substances of abuse. In adolescent rats, 
nicotine, amphetamine and alcohol produce 
less-pronounced acute effects and milder 
withdrawal responses70,71. Under the influence 
of alcohol, for instance, adolescent rats are less 
sensitive to developing motor impairment72, 
getting a ‘hangover’ (REF. 73) or becoming 
sedated. These developmental differences 
might be related to immaturity of the devel-
oping GABAA receptor ( -aminobutyric acid 
type A receptor) systems74.

By contrast to their possibly more-
rewarding and less-aversive responses, 
adolescents might be more prone to the 
deleterious effects of substance abuse. The 
hippocampus of adolescent rats is unusually 
susceptible to ethanol-induced inhibition of 

long-term potentiation, making the rats more 
sensitive to the memory-impairing effect of 
alcohol75. This effect (which occurs at alcohol 
concentrations as low as 5 mM — equivalent 
to a single drink in humans), seems to be 
largely mediated through alcohol’s effect on 
NMDA (N-methyl-d-aspartate) receptors, 
occurs at the single-cell level and is not 
confined to the hippocampus76.

Clearly, some neural alterations that 
take place during adolescence predispose 
to risk, whereas others, such as memory 
impairments, might be actually the result 
of the abuse. Morphometric studies of 
humans support this notion. For instance, in 
youths with a family history of alcohol abuse 
the right amygdala is smaller even before the 
onset of problem drinking, whereas hippo-
campal volumes are reduced only after a 
history of alcohol use77,78.

Exposure to substances of abuse in ado-
lescence might also increase the likelihood of 
addictive disorders emerging later in life. For 
example, exposure to nicotine during adoles-
cence, but not in the post-adolescent period, 
increases the reinforcing effects of nicotine in 
a self-administration paradigm in adult rats79.

Affective and anxiety disorders. Affective 
disorders, such as major depression, are 
common and serious disorders of adoles-
cence; adolescent onset is associated with 
more-severe and more-disabling forms of 
these illnesses80,81. Anxiety symptoms fre-
quently precede depression in adolescence82 
and during childhood83.

Structural MRI studies of adolescents 
with anxiety and affective disorders have 
reported structural anomalies in the supe-
rior temporal gyrus, the ventral prefrontal 
cortex and the amygdala84–86. An fMRI 
study of depressed and anxious adolescents 
reported anomalous amygdala responses 
to social stimuli87. In another fMRI study, 
adults but not adolescents engaged the 
orbitofrontal cortex when asked to switch 
from an emotional assessment of a face (that 
is, “How afraid does it make you feel?”) to 
a non-emotional one (that is, “How wide is 
the nose?”)88. The abnormal engagement of 
brain regions to emotional facial expressions 
in adolescents might underlie an unrealistic 
appraisal of emotions and thereby predispose 
to anxiety and depression.

Hormonal changes that occur during 
adolescence are likely to account for at 
least part of the risk for mood and anxiety 
disorders. Indeed, an intriguing clue to the 
biology of depression, anxiety and panic dis-
orders is the change from equal female–male 
prevalence prepuberty to a 2:1 female–male 

Figure 4 | Ranges of onset age for common psychiatric disorders. Recent data from the National 
Comorbidity Survey Replication study50,112, a nationally representative epidemiological survey of 
mental disorders, suggest that approximately half of the population fulfil the criteria for one or other 
psychiatric disorder in their lifetimes. Most of those with a mental disorder have the beginnings of the 
illness in childhood or adolescence. Some anxiety disorders (such as phobias and separation anxiety) 
and impulse-control disorders begin in childhood, whereas other anxiety disorders (such as panic, 
generalized anxiety and post-traumatic stress disorder), substance disorders and mood disorders 
begin later, with onsets rarely before the early teens. Schizophrenia typically begins in late adoles-
cence or the early twenties, with men having a somewhat earlier age of onset than women51. 
Psychiatric disorders with childhood or adolescent onsets tend to be more severe, are frequently 
undetected early in the illness and accrue additional co-morbid disorders, especially if untreated. It is 
therefore crucial to focus efforts on early identification and intervention.
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prevalence after puberty. Epidemiological 
evidence indicates that it is only after 
Tanner stage III that the sex differences in 
the incidence of depression emerge89. The 
finding that pubertal status predicts the sex 
difference in prevalence better than age90,91 
suggests that sex hormones play a part in the 
pathophysiology of these disorders.

A recent mouse study that examined the 
effect of tetrahydroprogesterone (THP), 
a steroid derived from progesterone, 
provides a possible mechanism for this 
phenomenon92. This hormone is released 
during stress and has an anxiolytic effect 
that is mediated by the activation of GABAA 

receptors, which are also activated by alco-
hol and benzodiazepines. However, when 
it binds to a particular subtype of GABAA 
receptor, namely the 4 2  receptor sub-
type, THP has the opposite effect to that of 
alcohol and benzodiazepines: it increases 
anxiety. The expression of the 4 2  recep-
tor in the CA1 region of the hippocampus 
surges after puberty and is accompanied 
by increased anxiety, as measured on an 
elevated plus maze. Moreover, blocking the 
formation of THP alleviated the increase in 
anxiety in adolescent mice92. Whether the 
effects of stress-related hormones on the 
brain can explain the difference in rates of 

anxiety and depressive disorders between 
prepubescents and adults awaits further 
investigation.

In summary, robust changes in hor-
mones and hormonal receptors, increasingly 
powerful emotional responses to social 
stimuli and rapid alterations in motivation 
and reward systems might underlie the 
onset of anxiety and depressive disorders 
during adolescence.

Conclusions and future directions
The relationship between typical changes in 
the adolescent brain and the onset of psycho-
pathology is not a unitary phenomenon, but 
an underlying theme can be conceptualized 
as ‘moving parts get broken’. Adolescence 
is characterized by major changes in the 
neural systems that subserve higher cogni-
tive functions, reasoning and interpersonal 
interactions, cognitive control of emotions, 
risk-versus-reward appraisal and motivation. 
Not surprisingly, it is precisely these changes 
that, when suboptimal in timing or magni-
tude, increase the risk of cognitive, affective 
and addictive disorders. Understanding the 
basis of these disorders therefore requires a 
comprehensive knowledge of how the brain 
is put together. Many advances are being 
made, but a lot remains to be learnt.

An emerging theme from paediatric 
neuroimaging studies is that the journey 
of brain development is often as important 
as the destination. For example, IQ is pre-
dicted by the developmental trajectory of 
cortical thickness, not by the adult cortical 
thickness93. The large individual variability 
in brain anatomy and function calls for 
longitudinal study designs that capture the 
nuances of heterochronous developmental 
curves. The first phases of longitudinal 
studies have mapped developmental trajec-
tories for typical development, but those of 
patients with psychiatric illnesses have been 
mapped to a lesser extent. The next phases 
should go beyond simply mapping brain 
growth and begin to discern the adverse as 
well as protective factors that influence those 
trajectories.

A common initial approach to assessing 
causal influences on brain development is 
to discern the relative effects of genetic and 
non-genetic factors. This is best addressed 
through comparisons of monozygotic and 
dizygotic twins. Results from an ongoing 
paediatric longitudinal neuroimaging 
project at the Child Psychiatry Branch of the 
National Institute of Mental Health indicate 
significant age-by-heritability interactions, 
with heritability of grey-matter volume gen-
erally decreasing with age and heritability of 

Glossary

Androgen insensitivity syndrome
(Also known as androgen resistance syndrome or testicular 

feminization.) An X-linked, recessive condition characterized 

by a complete or partial failure of virilization that is due to a 

mutation on the gene that encodes the androgen receptor.

Anti-saccade task
A task in which subjects are required to suppress the 

automatic response of making a saccade towards a target 

and, instead, produce an eye movement in the opposite 

direction.

Congenital adrenal hyperplasia
A group of autosomal-recessive disorders caused by 

mutations in the genes for the enzymes that are involved in 

steroid synthesis. The result of these mutations is excessive 

or deficient production of sex steroids.

Delta-wave sleep
A stage of non-rapid-eye-movement sleep characterized by 

slow, or delta, waves (0.5–4 Hz); the more delta waves 

there are, the deeper the sleep.

Diffusion tensor imaging
(DTI). An MRI-based technique that allows one to 

characterize the structural properties of white matter.

Eriksen flanker task
A task in which subjects have to respond to a stimulus that 

is flanked by other stimuli that may code an alternative 

response.

Familial male precocious puberty
An autosomal-dominant disorder that occurs in males and 

is characterized by the onset of puberty (testicular 

enlargement) before 4 years of age.

Founder effect
The loss of genetic variation when a new colony is established 

by a very small number of individuals from a larger population.

Fractional anisotropy
(FA). The directionality of the (fast) diffusion of water in the 

extracellular space around the axons (in most common 

acquisition protocols). The more unidirectional the water 

diffusion is in a given fibre tract, the higher the FA value in 

that location.

Go/no-go task
A task in which the subject must produce a motor response 

for one class of stimulus but withhold responding to other 

classes of stimuli.

Magnetization transfer ratio
(MTR). A measure used for assessing white-matter 

properties; it provides information on the  

macromolecular content and structure of the tissue.  

Given that the macromolecules of myelin are the  

dominant source of MT signal in white matter, one can use 

MTR as an index of myelination. Note, however, that  

myelin is not likely to be the sole factor influencing the 

MTR.

Neural Darwinism
A neurodevelopmental process in which the synapses that 

are used the most are kept whereas the least-used 

connections are destroyed (‘pruned’).

Stop task
A test of response inhibition. On each trial, a stimulus (for 

example, a leftward- or rightward-pointing arrow) is 

displayed on a screen, and the subject has to respond as 

soon as possible by pressing the corresponding (left or 

right) key, unless a second stimulus (for example, a sound) 

signals that the response has to be withheld.

Stroop task
A task in which the subject is asked to name the colour of 

ink in which a word is displayed. The task is easy when the 

ink colour is congruent with the printed word (for example, 

‘red’ printed in red ink). The task becomes difficult when 

the ink colour is incongruent with the printed word (for 

example, ‘red’ printed in green ink).

STS network
A set of regions, located along the superior temporal 

sulcus, that are involved in processing biological motion 

induced by the movement of different body parts, such as 

the eyes, the face or the entire body.

Tanner stage III
One of the five stages of puberty. Without resorting to a 

physical exam, pubertal stages can be assessed using,  

for example, the Puberty Development Scale, which is  

an eight-item self-report measure of physical  

development based on the Tanner stages with separate 

forms for males and females. For this scale there are five  

categories of pubertal status: prepubertal, beginning 

pubertal, midpubertal, advanced pubertal and 

postpubertal.

XXY
(Klinefelter’s syndrome). A genetic syndrome that affects 

males and is caused by the presence of two X 

chromosomes (resulting in a 47-chromosome karotype).
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white-matter volume generally increasing 
with age94. Heritability-by-age interactions 
might be related to the timing of gene 
expression, which in turn might relate to the 
timing of the onset of illness. Post-mortem 
human and animal studies indicate that 
‘developmental’ genes have diverse effects 
at various stages of brain development. But 
differences in heritability in different age 
groups may also reflect the cumulative effect 
of experience on brain structure; depend-
ing on certain inherent traits (for example, 
musical talent or personality), it is only with 
time that specific experiences start to shape 
the brain.

Multivariate analyses of twin data indi-
cate that a relatively small number of shared 
genetic and environmental factors account 
for a substantial portion of the variance 
across multiple neuroanatomic structures95. 
Ongoing studies of specific gene effects 
on brain maturation may help to sharpen 
our understanding of brain-development 
mechanisms and provide insight into the 
aetiologies of various pathologies. The 
Saguenay Youth Study, carried out in a 
geographically isolated population with 
a known founder effect, will facilitate our 
search for genes that influence brain and 
behaviour during adolescence96. Finally, 
genetics may also provide biologically 
relevant subtypes of neuropsychiatric disor-
ders that are obscured in current diagnostic 
schemes.

The marked sex differences in age of 
onset, prevalence and symptomatology for 
nearly every neuropsychiatric disorder may 
provide important clues as to these disorders’ 
pathophysiology. The most-obvious outward 
physical manifestations of puberty are caused 
by changing levels of hormones97. Perhaps 
this has contributed to the tendency to 
attribute all of the cognitive and behavioural 
changes of adolescence to ‘raging hormones’. 
But the relationship between hormones, the 
brain and behaviour is complex, reciprocal 
and poorly understood. Steroid hormones 
affect neuronal activity and morphology 
throughout development. Most neurons have 
receptors for adrenal and gonadal hormones, 
and when these receptors are activated they 
can affect neuronal function. Short-term 
effects are mediated by membrane-bound 
receptors, whereas long-term effects alter 
gene expression through intracellular or 
nuclear receptors. Conversely, the dramatic 
hormonal changes of puberty are triggered 
by alterations in excitatory and inhibitory 
inputs to gonadotropin-releasing hormone 
neurons in the pituitary. Hormonal effects 
drive aggression and sexual interest, but their 

impact on impulse control, logical problem 
solving and other cognitive tasks has not 
been well established.

Social and cultural factors for boys 
and girls are profoundly different, and the 
relationship of these differences to mani-
fest pathology should be explored. In the 
biological realm, sex differences probably 
stem directly from different genes on the 
X and Y chromosomes or indirectly from 
the effects of different hormone levels. 
Studies of subjects with sex-chromosome 
variations (for example, XO, XXY, XXYY, 
XXX or XXXXY) or anomalous hormone 
levels (for example, owing to congenital

adrenal hyperplasia, androgen insensitivity

syndrome or familial male precocious puberty) 
will be useful for sorting out the rela-
tive contributions of gene and hormone 
effects. For instance, males with an extra 
X chromosome (XXY or Klinefelter’s syn-
drome) have a high incidence of language 
disorders, ADHD and social-skill deficits 
that are reflected in differences in corti-
cal thickness, consistent with reports in 
the literature for XY subjects with such 
disorders98. Girls with congenital adrenal 
hyperplasia, which is characterized by 
intrauterine exposure to high levels of 
testosterone, have an entirely different 
pattern of structural findings, indicating 
differential effects of sex chromosomes and 
hormones on the brain99.

Although neuroimaging is beginning 
to establish correlations between brain 
structure/physiology and behaviour, the 
link between typical behavioural changes 
and psychopathology has not been firmly 
established. For example, the neural 
circuitry that underlies ‘moodiness’ in an 
adolescent might not be the same as that 
which is involved in depression or bipolar 
disorder. Neuroimaging data can help in the 
development of neuroanatomical models of 
cognitive, affective and social processes that 
are based on findings from developmental 
psychology100. Imaging studies of healthy 
adolescents are also helping to construct age-
appropriate structural and functional brain 
templates.

Newer imaging approaches are being 
developed. Magnetic resonance spectroscopy 
studies using strong magnetic fields can help 
to quantify neurotransmitter systems, such 
as glutamate and GABA systems, as well as 
markers of neurogenesis101. Combining mul-
tiple imaging modalities, such as structural 
MRI, fMRI, DTI, magnetization transfer 
imaging, electroencephalography or mag-
netoencephalography, in the examination of 
single individuals will enhance our ability to 

interpret the signals for each of the modali-
ties. Being able to examine simultaneously 
inter-individual variation from cellular to 
macroscopic levels will be instrumental in 
bridging the gaps between genes, the brain 
and behaviour.

Studies of the neural substrates of ado-
lescent behaviour and decision making will 
need to be better integrated with social and 
educational science. Laboratory studies of 
teenagers using hypothetical situations in 
calm environments without peer influence 
might have little relevance for understanding 
real-world decision making, which often 
occurs in the presence of peers and in the 
context of intense physical or emotional 
arousal and conflicting priorities102.

Many questions about adolescent brain 
development and its impact on disease 
can best be investigated in animal models. 
Modelling the adolescent phase in animals 
is useful for investigating the risk for addic-
tive and other early-onset neuropsychiatric 
disorders79. Although there are no animal 
models that represent the full phenotypic 
spectrum of a psychiatric disorder, such 
as schizophrenia or depression, individual 
phenotypic components of disorders — 
such as developmental alterations that 
might be associated with the illness — can 
be used to construct animal models that are 
aimed at unravelling disease mechanisms 
and that allow novel interventions to be 
tested103.

Another translational approach involves 
combined in vivo (for example, MRI) and 
post-mortem studies in animals; such stud-
ies are essential for clarifying the nature of 
the neurobiological changes that drive the 
MRI findings. Of immediate relevance will 
be studies that attempt to discern the degree 
to which changes in cortical grey matter, as 
detected by MRI, are related to dendritic 
arborization, intracortical myelination or the 
encroachment of white matter on the inner 
cortical border.

Adolescence is a time of substantial 
neuro biological and behavioural change. 
These changes are usually beneficial and 
optimize the brain for the challenges ahead, 
but they can also confer a vulnerability 
to certain types of psychopathology. The 
technologies to elucidate the relationship 
between specific neurobiological matura-
tional processes and specific normative or 
pathological changes are already in place. 
Applying these tools to understand when 
and how deviations from typical develop-
ment occur may enhance our ability to 
prevent or treat disorders that affect a 
substantial number of people.
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Beyond polemics:  
science and ethics of ADHD
Ilina Singh

Abstract | What is attention-deficit hyperactivity disorder (ADHD)? Why are so 
many children being diagnosed with ADHD and prescribed medication? Are 
stimulant drugs an effective and safe treatment strategy? This article explores the 
current state of scientific research into ADHD and the key social and ethical 
concerns that are emerging from the sharp rise in the number of diagnoses and the 
use of stimulant drug treatments in children. Collaborations among scientists, 
social scientists and ethicists are likely to be the most promising route to 
understanding what ADHD is and what stimulant drugs do.

Attention-deficit hyperactivity disorder 
(ADHD) is one of the most common child-
hood psychiatric disorders in the world1. Its 
core symptoms are inattention, hyperactivity 
and impulsiveness. Most children are first 
diagnosed with ADHD when they reach 
school age2 and approximately 75% of those 
diagnosed are male3. The most common 
forms of treatment for ADHD are the  
stimulants methylphenidate and  
amphetamine4.

Rising rates of ADHD diagnosis and 
stimulant drug use in children have led 
to a public debate over the validity of 
the diagnosis, the root causes of ADHD 

and the ethics of treating children with 
psychotropic drugs. There are three par-
tially overlapping positions in the debate. 
First, that ADHD is primarily caused by 
a combination of biological factors. From 
this perspective, diagnosis is valid and drug 
treatment is justified because it corrects 
an underlying neurochemical imbalance 
that affects cognitive and motor functions. 
Second, that ADHD is caused by a combi-
nation of biological and social factors; the 
diagnosis does not yet adequately capture 
the heterogeneity and complexity of the 
disorder. This perspective accepts the utility 
of stimulant drug medication, but some 
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(https://www.hopkinsmedicine.org/health)Mental Health Disorder Statistics
Mental and Behavioral Health

Statistics related to mental health disorders

The following are the latest statistics available from the National Institute of Mental Health Disorders, part of the 

National Institutes of Health:

(https://www.hopkinsmedicine.org/health/mental-and-behavioral-health)

• Mental health disorders account for several of the top causes of disability in established market economies,

such as the U.S., worldwide, and include: major depression (also called clinical depression), manic depression

(also called bipolar disorder), schizophrenia, and obsessive-compulsive disorder.

• An estimated 26% of Americans ages 18 and older -- about 1 in 4 adults -- suffers from a diagnosable mental

disorder in a given year.

• Many people suffer from more than one mental disorder at a given time. In particular, depressive illnesses

tend to co-occur with substance abuse and anxiety disorders.

• Approximately 9.5% of American adults ages 18 and over, will suffer from a depressive illness (major

depression, bipolar disorder, or dysthymia) each year.

• Women are nearly twice as likely to suffer from major depression than men. However, men and women are

equally likely to develop bipolar disorder.

• While major depression can develop at any age, the average age at onset is the mid-20s.

• With bipolar disorder, which affects approximately 2.6% of Americans age 18 and older in a given year -- the

average age at onset for a first manic episode is during the early 20s.

• Most people who commit suicide have a diagnosable mental disorder -- most commonly a depressive disorder

or a substance abuse disorder.

MENU

Health



How to Help Someone with Anxiety

Major Depression

Domestic Violence

Mental and Behavioral Health

Four times as many men than women commit suicide. However, women attempt suicide more often than

men.

• The highest suicide rates in the U.S. are found in Caucasian men over age 85. However, suicide is also one of

the leading causes of death in adolescents and adults ages 15 to 24.

• Approximately 1% of Americans are affected by schizophrenia.

• In most cases, schizophrenia first appears in men during their late teens or early 20s. In women,

schizophrenia often first appears during their 20s or early 30s.

• Approximately about 18% of people ages 18- 54 in a given year, have an anxiety disorder in a given year.

Anxiety disorders include: panic disorder, obsessive-compulsive disorder (OCD), post-traumatic stress disorder

(PTSD), generalized anxiety disorder (GAD), and phobias (social phobia, agoraphobia, and specific phobia).

• Panic disorder typically develops in late adolescence or early adulthood.

• The first symptoms of OCD often begin during childhood or adolescence.

• GAD can begin at any time, though the risk is highest between childhood and middle age.

• Individuals with OCD frequently can have problems with substance abuse or depressive or eating disorders.

• Social phobia typically begins in childhood or adolescence.
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AbstractAbstract 
Suicide by rearm is a public health problem. In 2016, rearm suicides accounted for half of
all suicide deaths in the United States. Access to a rearm, particularly during a time of
increased risk for suicide (e.g., divorce, job loss), has been identi ed as a key factor
increasing one’s risk for completing suicide. States with higher rates of gun ownership have
higher suicide rates than states with low gun ownership, whereas non– rearm suicide rates
are comparable, indicating that rearm access drives overall suicide rates. The most
promising evidence-based strategies to reduce access to rearms during a period of high
risk are (1) temporary relocation of household rearms away from home when a family
member is at risk for suicide, (2) safe storage at home if relocation is not possible, (3)
working with leaders in the gun community to develop and implement messaging about the
preceding two strategies that will be acceptable to gun owners, and (4) increasing screening
for and counseling about access to guns by health professionals and other gatekeepers.
Working with gun owners, industry, law enforcement, physical and mental health
professionals, and researchers is important in decreasing rearm suicides via evidence-
based strategies. Declines in rearm suicides do not require decreased gun ownership rates.
A concerted social marketing approach can incorporate rearm suicide prevention into
standard rearm safety messaging. Moreover, the entertainment industry can model

rearm suicide prevention behaviors. Through these efforts, rearm safety can include
suicide prevention in a manner fully consistent with the Second Amendment.

Relationship to Existing APHA Policy StatementsRelationship to Existing APHA Policy Statements 
The following APHA policy statements are relevant to the current statement:

• APHA Policy Statement 7524(PP): Suicide Prevention

• APHA Policy Statement 9818: Handgun Injury Reduction

This statement supplements 7524 regarding the role of rearms in suicide. Statement 9818
is replaced by this statement.

Problem StatementProblem Statement 
According to the Centers for Disease Control and Prevention (CDC), suicide rates in the
United States have increased by nearly one third over the past 20 years, with half of U.S.
states experiencing an increase above 30% during this period.[1] Rates have risen among
both sexes, all racial/ethnic groups, and all age groups under 75 years, as well as in rural,
suburban, and urban settings.[2,3] There were 44,965 suicide deaths in the United States in
2016, with an age-adjusted rate of 15.6 per 100,000.[4] Suicide was the second-leading
cause of death among individuals 10–14, 15–24, and 25–34 years of age.[5] It was the 10th-
leading cause of death among all age groups combined and is one of only three leading
causes that are increasing in prevalence.[5,6]

While suicide affects all individuals, males are four times more likely than females to die by
suicide,[4] and the prevalence of suicidal thoughts, planning, and attempts is signi cantly
higher among younger age groups (18–29 years) than older age groups.[7] Racial/ethnic and
other groups with high suicide rates include American Indians and Alaska Natives, rural
populations, and active or retired military personnel.[8] Suicide also affects the health of
others; when people die by suicide, their family, friends, and community often experience
shock, anger, guilt, and depression.

Suicide is a public health problem both economically and physically. According to the
Suicide Prevention Resource Center, the estimated average cost of a single suicide is
$1,329,553.[9] Nearly all of this cost (97%) is attributed to lost productivity, with the
remaining 3% due to medical treatment. It has been reported that the total cost of suicides
and suicide attempts is $70 billion per year.[10]



Multiple risk factors for suicide exist, including a previous suicide attempt (the strongest
predictor), a history of depression or other mental illness, alcohol or drug abuse, a family
history of suicide or violence, physical illness, and a feeling of being alone.[11,12] However,
as evidenced by the far greater prevalence of these factors than of suicide deaths, most
people with one or more such risk factors do not go on to die by suicide.[13] While
individuals with these risk factors are encouraged to obtain mental health treatment, many
of those who die by suicide have no known record of such treatment,[1] indicating a need
for additional strategies to increase the safety of people at risk. Reducing access to lethal
means is one such strategy.

There is ample evidence that suicidality is transitory. Should a person survive a suicidal
impulse, his or her prognosis is quite good. The results of a meta-analysis of nearly 100
studies of suicide attempters showed that 90% of attempters who survive do not go on to
die by suicide.[14] In fact, many suicide attempts occur with little planning,[15,16] often in
response to a short-term crisis.[17,18] However, if a person attempts suicide through a
means that is highly lethal, such as a rearm, the odds of survival are quite low.[19]

One must not opt to make a suicide attempt using a highly lethal means such as a rearm if
there is to be any opportunity to obtain mental health treatment or endure a painful short-
term crisis. In 2016, 51% of all suicide deaths in the United States (a total of 22,936 deaths)
involved rearms, with an age-adjusted rate of 7.8 per 100,000.[4] In nearly every age
group, rearms were the leading mechanism for suicide deaths (among 10- to 14-year-olds,
they were the second-leading mechanism).[4] Access to rearms is a key risk factor for
suicide.[20–23] Several studies have shown that rates of suicide are higher in states with
higher levels of gun ownership (but not higher rates of suicide attempts) and that these
heightened rates are driven by increases in rearm suicides.[21,22,24] Suicides by methods
other than rearms are not signi cantly different in states with lower or higher overall
suicide rates.[24] Multiple reviews offer strong evidence that rises in gun ownership
prevalence are associated with increases in rearm suicides, which in turn lead to increases
in the overall suicide rate.[25–27] Studies of gun prevalence and suicide rates typically
control for multiple potential confounders such as psychological distress, substance use,
poverty, education, and unemployment.[22,28,29] They also typically reveal that the
relationship between household gun ownership and suicide rates holds for men, women,
children 5 to 14 years old, and those in nearly every other age group.[30–32] Decreasing
the number of rearm suicides would yield a signi cant reduction in the overall suicide rate
in the United States.[20–22]

A note on terminology: It is recognized in this policy statement that the terms “ rearm” and
“gun” are not identical in the weapons they cover. Precisely speaking, this statement
addresses suicide by rearm. However, in much of the scienti c literature, mass media, and
common speech, the term gun is used when rearm would be more accurate. Here the term

rearm is primarily used; however, in some cases the term gun is used when quoting the
literature or referring to programs that use similar language (e.g., gun violence restraining
order).

Evidence-Based Strategies to Address the Problemence-Based Strategies to Address the Probledence-Based Strategies to Address the ProblemEvidence-Based Strategi  
A number of international studies have indicated that when lethal means are made less
available or less deadly, suicide rates by the method in question decline, and often (when the
method is commonly used) suicide rates overall decline.[27,33] This has been demonstrated
in multiple countries and with a variety of suicide methods: bridges, domestic gas,
pesticides, medications, and rearms.[34–38] Decreasing access to rearms is likely to
reduce suicide in the United States overall because rearms are the most commonly used
method,[4] consistent with their ubiquity in certain regions of the country (personal gun
ownership is estimated to be as high as 25% in the South)[39] and high case fatality rate
(92% versus 78% for hanging and lower percentages for other methods).[19] In addition,
the speed with which one can carry out suicide by rearm increases the odds of a fatal
outcome during an unplanned attempt or one involving minimal planning: 25% of
attempters make an attempt within 5 minutes of deciding to end their lives.[16] Creating
safer environments for those at risk of suicide by reducing their access to highly lethal
means is emphasized in the CDC’s technical guidelines for preventing suicide.[8] Numerous
U.S.-based studies indicate that the most promising evidence-based strategies to decrease

rearm suicides involve reducing access to guns in the following ways: (1) relocation of
household rearms away from the home when a family member is at risk for suicide, (2) safe
storage at home if relocation is not possible, (3) working with leaders in the gun community
to develop and implement messaging about the preceding two strategies that will be
favorable to most gun owners, and (4) increasing screening for access to rearms by health
professionals and other gatekeepers.

Relocation of household rearms away from home when a family member is at risk for
suicide: Between 2003 and 2005, about 90% of all suicides in the Israeli Defense Force
(IDF), a mandatory population-based army drafting all youths 18–21 years of age, were

rearm suicides. Since many IDF soldiers go home on the weekends, the IDF changed its
weapons policy in 2006 to require that rearms remain on base when soldiers take a
weekend leave. After this policy change, the overall IDF suicide rate decreased by 40% in



2007–2008. Most of this decrease was due to a reduction in weekend rearm suicides;
there was no signi cant change in weekday suicide rates.[38] A study of suicides in
Switzerland showed that when the army halved the number of soldiers from 2003 to 2004
(leading to a decrease in gun availability nationwide), both rearm suicide and overall
suicide (but not non- rearm suicide) rates dropped among military-aged men but not
military-aged women or older men.[40]

These IDF and Switzerland data support nationwide research indicating that restricting
rearm access is effective in decreasing overall suicide rates. Over a 3-year period (2000–

2002), the 15 states with the highest household rearm ownership rate (47%) had almost
twice as many suicides (14,809) as the six states with the lowest ownership rate (15%;
8,052 suicides). This difference in overall suicides was largely accounted for by the
difference in rearm suicides (9,749 versus 2,606). Non- rearm suicides and the total
populations of the two sets of states were comparable.[22] During a more recent 2-year
period (2008–2009), these ndings persisted.[24] If the relationship is causal, these results
suggest that a 1% decrease in household rearm ownership could reduce the rearm
suicide rate by 3.5% and the overall suicide rate by 1.5%, with even greater effects for
adolescents.[22] By extrapolation, reducing household rearm ownership by 5% could
prevent about 3,000 suicides per year in the United States.[4] This is not to say, however,
that gun owners must sell their rearms in order to reduce rearm suicides. Suicide
prevention professionals are having success working with gun owners to help them identify
offsite storage options (e.g., rearm retailers, shooting ranges, pawn shops, law
enforcement facilities, storage facilities, and family members and friends authorized to
store rearms) that will keep loved ones safe while preserving gun ownership rights.[41,42]
These options could be temporary or permanent depending on the gun owner and his or her
family’s assessment of the bene ts and risks of bringing rearms back into the home.

Safe storage of rearms at home: A gun owner may not nd temporary relocation of
rearms outside the home to be feasible. Gun owners may wish to talk over tenable storage

options with loved ones as well as with mental health clinicians or other health
professionals. In the event rearms cannot be relocated, numerous studies indicate a
reduced risk of rearm suicide when household guns are stored locked and unloaded, with
ammunition locked separately.[23,43,44] Having a locked gun closet, keeping rearms
unloaded, and locking ammunition or storing it in a different part of the house each reduces
the risk of suicide by 55% to 73%.[23] One study revealed that the risk of suicide was three
times greater among individuals in households with loaded rearms than among those in
homes with unloaded guns. Households with guns stored in unlocked places were
associated with more than twice the risk of suicide than households in which rearms were
kept in a locked place, and homes with one or more handguns were associated with a risk of
suicide almost twice as high as that in homes containing only long guns.[43] An evaluation of
a community-based giveaway of gun storage devices indicated a 13% increase in safe
storage of rearms.[45] Also, a review of rearm safe storage interventions showed that
providing owners with a safety device such as a lock box signi cantly improved storage
practices.[46] Safe storage of rearms in the home is a critical component of reducing

rearm suicide.

Education of gun owners on the relationship between rearms and suicide: Since 2009, gun
rights advocates and suicide prevention experts have been working together to develop and
test messages for gun owners on the importance of temporarily relocating rearms outside
the home when a household member is struggling with a mental health or substance abuse
problem or going through a painful crisis such as a divorce or job loss. A study of rearm
retailers in New Hampshire showed that 48% of retailers that received intervention
materials were still using at least one of the materials several months later. Retailers who
believed that there was a relationship between rearm accessibility and risk of suicide were
more likely to be using intervention materials.[41] Changing social norms related to

rearms and safety is critical in intervention efforts and requires spreading accurate
information via trusted messengers. Success in changing norms has been shown elsewhere
in the public health literature, illustrating the role of advocacy and grassroots efforts,
especially when combined with a multicomponent strategy.

For example, campaigns have been effective in spreading messages about the physical
dangers and legal consequences of drunk driving.[47] An especially successful organization
is Mothers Against Drunk Driving (MADD). Through its widespread programs, services, and
legislative efforts, MADD has in uenced social norms related to drinking and driving such
that the number of U.S. alcohol-related auto fatalities fell from 25,000 to 17,000 between
1982 and 2003, while the number of auto fatalities from crashes unrelated to alcohol
increased from 18,000 to 25,000.[48,49] During that time, the entertainment industry
worked with public health experts to promote the “designated driver” campaign on popular
television shows.[50] The industry has also worked with public health experts to promote
the use of checklists during surgery, educate the public about human papillomavirus (HPV)
and HIV, reduce the occurrence of smoking in youth-rated movies, and publicize countless
other public health issues.[51–53] The American Foundation for Suicide Prevention’s recent
partnership with the National Shooting Sports Foundation is an important step toward
communicating effectively with gun owners about preventing rearm suicides.[54]



Increasing screening for access to rearms: Doctors, nurses, mental health providers, and
other health professionals have a critical opportunity to increase awareness about the link
between rearms and suicide among those living in homes with rearms. Many people
considering suicide do not seek mental health services, so it is important for primary care
providers, emergency department (ED) doctors, and other health providers to screen for
access to rearms, even among patients without mental health concerns.[55,56] One study
showed a threefold increase in actions intended to limit access to household rearms
among parents who brought their children to an ED for mental health treatment and
received counseling on rearm access relative to those who did not receive counseling in
the ED.[57] A more recent study revealed an increase in safe storage of rearms after ED-
based counseling.[58] In spite of this, another recent study showed that only 18% of suicidal
patients presenting at an ED received a lethal means assessment, with only 8% of these
individuals receiving actual counseling on how to reduce access to lethal means.[59]
Surveys of providers have shown that only 50% usually screen for access to rearms among
suicidal patients, even though most think it is important to do so.[60] There are resources
available to educate providers on the importance of conducting lethal means counseling
and how to do so in a way that is respectful of the right to own guns.[61]

Each of these four strategies would bene t greatly from funding to further examine
effective methods of implementation, but suicide prevention research is woefully
underfunded. Alcoholism receives ve times more research funding for 50% more deaths,
and breast cancer receives nearly seven times more funding for fewer annual deaths.[62]

Opposing Arguments/Evidence 
Firearm suicide is a public health issue wrought with assumptions and misinformation.
While suicide is a subject familiar to Americans, guns as a suicidal determinant are
underestimated. A common assumption is that suicide is premeditated, giving a person
ample time to obtain access to a highly lethal means such as a rearm. While some suicides
are planned, many suicide attempts occur within less than an hour of thinking about them.
[15,16] Depression and substance abuse are risk factors for suicide that a person may be
managing long term, but the elevated risk of a suicidal attempt is often short and eeting.
[16,63] A person experiencing an acutely distressing incident may respond impulsively to
suicidal thoughts.[63] If this person does not have access to a highly lethal means such as a

rearm during this crisis, she or he is more likely to survive the crisis either by attempting
suicide with a less lethal means and surviving or by opting not to make an attempt at all.[27]

It is often argued that someone suicidal cannot be stopped, regardless of what methods are
readily available. This implies that someone who survives a suicide attempt will simply die
by suicide in a subsequent attempt. While there are certainly some suicides that cannot be
prevented, as previously mentioned, a review of nearly 100 studies determined that 90% of
people who attempted suicide and survived did not go on to die by suicide later.[14] One is
more likely to survive a suicide attempt if one does not use the most highly lethal means
available to make that attempt. Firearm suicide is the suicide method with the highest case
fatality rate, with over 90% of attempts resulting in death.[19] By contrast, case fatality
rates for hanging, carbon monoxide poisoning, and drug poisoning are 61%, 42%, and 2%,
respectively.[19] Most people who die by suicide have not made an earlier attempt.[64,65]
Their choice of method does not leave room for a change of heart later, whereas other
methods do, and we see the change of heart in the literature on those who survive suicide
attempts. Unfortunately, a rearm typically results in death after only one attempt.[66]

Those opposed to reducing rearm access have pointed out that some countries have high
suicide rates but low rearm ownership rates. The effectiveness of means restriction in
suicide reduction is well documented across a variety of means. Australian suicide rates
decreased as barbiturate access was restricted.[67] Suicide in Asia dropped once access to
pesticide, the most common means of suicide in the region, was limited.[36] In the United
Kingdom in the 1960s, carbon monoxide levels in domestic gas were reduced from 20% to
nearly 0%, corresponding with a 30% decrease in the suicide rate.[35] Countries seeking to
reduce their suicide rate should contemplate means reduction strategies for the methods
most likely to effect a sizeable reduction in suicides among their population. In the United
States, rearms are the most common method of suicide.[20,27,63]

When asked about offering gun storage, some retailers have expressed concern about
liability risks should a death occur once the rearm has been returned to the owner.[68]
Having discussed this issue with lawyers familiar with relevant case law, the authors are
unaware of any evidence of legal liability for events that might occur when a gun is returned.
[69]

Some would oppose reducing access to lethal means because this would make a rearm
unavailable for self-defense. Each household must weigh the likelihood of needing a rearm
for self-defense against the likelihood of that rearm being used in a suicide or other gun
death. These odds may well change repeatedly over time and can be reassessed regularly.



There have also been challenges to the professional autonomy of doctors involving the
powers of the state to limit the topics that physicians can discuss with patients. In Florida,
an act that prohibited physicians from asking patients about rearm ownership and storage
was ruled invalid by the courts.[70] While there is the possibility of additional attempts to
gag medical professionals, this ruling supports the rights of physicians.

Alternative StrategiesAlternative Strategies 
In popular media regarding rearm violence, both self-directed and outward, mental health
care is often raised as the most important method for preventing shooting deaths.[71] The
importance of access to mental health treatment cannot be denied. However, a recent CDC
report noted that 54% of suicide decedents in 27 states in 2015 did not have a known
mental health condition.[1] If, for the sake of argument, it is assumed that those decedents
had an undiagnosed mental illness, it must be acknowledged that a lethal suicide attempt
cut short the available time for persuading them to seek help. The pervasive stigma against
acknowledging mental health struggles, as well as the lack of a cure for mental illnesses,
must also be noted. The mental health eld cannot be solely responsible for the universe of
people at risk for suicide. Support from public health can be offered around how to talk
about rearms with patients and their loved ones, as well as around information about local
storage options for families seeking alternatives to storing rearms at home. Furthermore,
the majority of people living with mental illness will not attempt suicide, and predicting who
among them will is a very inexact science.[71] It is important not to reduce their propensity
to seek treatment by categorically infringing upon their rights (e.g., by prohibiting anyone
who has ever been diagnosed with a mental illness from owning a rearm).[72,73]
Moreover, research into the impact of mental health on suicide has demonstrated that

rearm access has independent effects on risk above and beyond other covarying risk
factors, including mental illness. [24]

There are two other ways to reduce access to guns among those at risk for suicide that are
more controversial and lack suf cient evidence to currently promote their implementation
as rearm suicide prevention strategies: gun violence restraining orders (or other legislative
approaches) and smart gun technology.

Gun violence restraining orders allow family members, intimate partners, and law
enforcement personnel to formally request con scation of rearms that belong to someone
at risk of hurting him- or herself or others. These orders are fairly new, and their ef cacy is
as yet undetermined regarding rearm suicide prevention.[74] It is worth noting that 30%
to 40% of rearm sales take place in the secondary market, where sellers are unlicensed,
meaning that law enforcement cannot rely on a database to know what guns are in the
home to con scate.[75] Furthermore, a detailed discussion of legislative approaches in
general was left out of this policy statement for several reasons. First, studies of rearm
legislation and suicide, even those controlling for gun ownership rates, have been unable to
demonstrate an actual reduction in rearm availability stemming from such legislation.[27]
Second, the U.S. gun stock is so large relative to the marginal rearm likely to be affected by
a given piece of legislation that, similar to Azrael and Miller,[27] the authors of this
statement are unwilling to assume that rearm exposures have changed suf ciently to
impact suicide rates as a result of said legislation. Finally, legislating gun access stands to
further deepen the divide between gun owners and non–gun owners. Instead, health
professionals can support innovative work being done within suicide prevention to regard
gun owners as part of the solution rather than part of the problem.[76–78] With more
research, strategies to reduce rearm suicide deaths may involve contemplating a
legislative agenda; however, gun owners may not be receptive. This would be
counterproductive to efforts regarding the present policy.

Smart gun technology prevents unauthorized use of a rearm by rendering it inoperable for
anyone other than the owner. This could potentially prevent many suicidal individuals from
obtaining quick access to a rearm, especially in the home (e.g., adolescents). However, this
technology is not suf ciently widespread to evaluate its impact on rearm suicide,[26] and
support for such an approach among gun owners is limited.[79]

Action StepsAction Steps

1. Mental health advocates and governing associations for mental health professionals
should adopt and promote available guidelines for mental health providers on screening
for guns in the home if a client/patient is having a psychiatric crisis or has a chronic mental
illness.[58,61] State-level professional associations should equip mental health providers
with information about local offsite storage options when available for families that need
to temporarily or permanently relocate their rearms outside the home.

2. State associations af liated with national organizations such as the American Academy of
Pediatrics and the American Medical Association, or accreditors such as the Joint
Commission and the American College of Surgeons, should adopt and promote guidelines
promulgated by their parent organizations advocating screening for rearms in the home
along with counseling so that lethal means reduction awareness can be spread in general
of ce appointments and emergency departments and safe storage strategies can be
discussed, in addition to provision of rearm safety devices when possible.



3. State public health agencies should collaborate with public safety and mental health
agencies to advocate for an increase in the availability of temporary rearm storage
outside the home. Law enforcement personnel, rearm retailers, range owners,
instructors, and other leaders in the rearms community are important partners, as they
can provide low-cost gun storage for clients and normalize the inclusion of suicide
prevention in gun safety education.

4. Public safety agencies should work with the legal community to educate law enforcement
personnel and retailers/range owners about their rights and protections should they offer

rearm storage.

5. Public health and mental health agencies should collaborate with rearm owners to
increase awareness of the importance of lethal means reduction when a loved one is at
risk for suicide. It is important to include gun owners as part of the solution instead of
assuming that they are opposed to safety measures when it comes to rearm suicides.

6. Public health agencies and advocates should collaborate with the entertainment industry
as well as the news media and communications rms to support safe storage practices.
Films, television shows, news stories, and so forth should provide venues to normalize
messaging on gun access in instances in which there is concern about someone’s risk for
suicide (whether on the part of a parent, spouse, health provider, teacher, or other
concerned stakeholder).

7. Public health agencies should collaborate with gun owners and suicide prevention
professionals to advocate for increased public and private funding of rearm suicide
research. A small number of private foundations and funders have shouldered an undue
portion of the responsibility to fund rearm research efforts, as support from the federal
government and large foundations is minimal. Public agencies should work with
foundations and private funders to develop funding opportunities that support rearm
suicide prevention.[78] Such efforts should include development and evaluation of

rearm safety education that incorporates suicide prevention and development of social
marketing campaigns around rearm suicide prevention.
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Abstract

Suicide mortality varies widely across age, sex, race, and geography,
far more than does mortality from the leading causes of natural death.
Unlike the tight correlation between cancer mortality and the inci-
dence of cancer, suicide mortality is only modestly correlated with the
incidence of suicidal acts and other established risk factors for suicidal
behavior, such as major psychiatric disorders. An implication of this
modest correlation is that the proportion of all suicidal acts that prove
fatal (the case fatality ratio) must account for a substantial portion of
the (nonrandom) variation observed in suicide mortality. In the United
States, the case fatality ratio is strongly related to the availability of
household firearms. Findings from ecologic and individual-level stud-
ies conducted over the past two decades illustrate the importance of ac-
counting for the availability of highly lethal suicide methods in efforts
to understand (and ultimately reduce) disparities in suicide mortality
across populations.
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INTRODUCTION

In 2007, the most recent year for which data are
available, nearly 100 Americans died each day
by suicide, making suicide the eleventh-leading
cause of death for Americans (26; see sidebar,
Definition of Terms). For Americans 40 years
of age and younger, suicide is the second leading
cause of death, exceeded only by motor vehicle
fatalities (26).

The age-adjusted mortality rate for suicide,
11.3 per 100,000 population, is approximately
three times higher than the age-adjusted death
rate from HIV/AIDS (3.7) and twice that from
leukemia (5.0), but much lower than the mor-
tality rate from heart disease (197.2) or from
cancer as a whole (182.9) (24).

Compared with suicide rates among adults
in other industrialized countries, the suicide
rate among adults in the United States falls
roughly in the middle (125). Among younger
persons, however, suicide mortality is relatively
high: For children under 15 years of age, for
example, the overall suicide rate in the United
States is twice that of the average of other in-
dustrialized Westernized countries, largely ac-
counted for by a firearm suicide rate 11 times
that of the average of these countries (65).

Age, sex, race, and other demographic
characteristics—including marital status, in-
come, educational attainment, and employment
status—all influence suicide mortality (94).

DEFINITION OF TERMS

Suicide, in this review, refers to death by suicide, suicide attempts
to nonfatal suicidal acts, and suicidal acts to the sum of suicide
and suicide attempts. Case fatality ratio (CFR) is an aggregate
measure of the proportion of all suicidal acts that result in death.
Method-specific CFRs refer to the probability of death given a
suicidal act with a particular method. We use the term deliberate
self-harm when referring to hospital data because the coding sys-
tem for hospital data does not differentiate suicide attempts from
nonsuicidal self-harm. The majority of hospital visits for deliber-
ate self-harm are for suicide attempts (22). When we report data
on suicide attempts, we are referring to survey-based, self-report
data.

Suicide rates are higher, for example, for white
and Native Americans than for black, Hispanic,
and Asian Americans (24, 94). For white men,
suicide rates peak in midlife and again in very
old age; for white women, rates peak in midlife
(24, 94). For nonwhite men and women, sui-
cide mortality is highest in early adulthood (24,
94). A consistent finding across numerous stud-
ies is that the strongest individual-level risk fac-
tor for completing suicide is having previously
attempted suicide (12, 46, 62, 94, 106); other
strong risk factors include psychiatric and sub-
stance abuse disorders (2, 6, 12, 21, 45, 46, 55,
62, 94, 106, 112, 126).

Although the great majority of suicides
appear to be associated with a retrospectively
diagnosable mental health or addictive disorder
(2, 21, 55, 126), identifying in advance those
individuals who will subsequently die by suicide
has not been possible (44, 99, 100). Moreover,
psychiatric and behavioral factors appear
to explain little of the marked, systematic
variation in suicide mortality observed across
populations: Whereas psychiatric factors may
help explain why a particular person died by
suicide, they do not explain why, year after
year, residents of some states die by suicide at
three times the rate of residents of other states
(26), why residents of rural areas in the United
States are more than one and one-half times
more likely to die by suicide compared with
city dwellers (26) or why more than four times
as many males (compared with females) die
by suicide (26), even though females attempt
suicide more often than do males (22, 94, 95).

This article reviews how questions such as
these have been addressed in the recent empir-
ical literature and examines how, as a result, a
better understanding of the population-level
determinants of suicide mortality has been
achieved in recent years. The empirical focus
is the distribution of suicide mortality in the
United States, but pertinent international
studies are adduced to elaborate conceptual
insights and illustrate practical advances. The
review concludes with an assessment of the
implications of recent insights for future
research, policy, and prevention efforts.
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INSIGHTS FROM JOHN
WENNBERG AND THE FIELD
OF INJURY PREVENTION

Research on small area variation, pioneered by
John Wennberg in studies of medical practice
and extended to work that explains system-
atic variation in nontraumatic causes of death
(82, 118–121), has demonstrated the benefit
of focusing on and teasing apart different sys-
tematic components of variation in mortality
rates. These insights suggest that geographic
(or other) variation in mortality rates can use-
fully be decomposed into variation in the inci-
dence of disease or injury, and the probability
of death given the disease or injury (e.g., the
proportion of people with cancer who die from
cancer in a given year, the proportion of mo-
tor vehicle collisions or suicidal acts that prove
fatal).

This approach, sometimes referred to as
the decomposition method, suggests that, with
reference to understanding patterns of suicide
mortality, it may prove useful to view the sui-
cide mortality rate (SMR; suicides/population)
as the literal product of the incidence of suici-
dal acts (ISA; suicidal acts/population) and the

CFR: case fatality
ratio

proportion of suicidal acts that result in death
[the case fatality ratio (CFR); suicide deaths/
suicide acts]:

SMR = ISA∗CFR

ECOLOGIC PATTERNS
OF SUICIDE IN THE
UNITED STATES

In the United States, as in most countries, dis-
parities in the burden of death by suicide are
generally more pronounced across geography,
age, sex, and race than over time, as a result
of which the vast majority of ecological studies
have focused on the former dimensions rather
than the latter. Over the half-century between
1955 and 2005, for example, the suicide rate
for the United States as a whole ranged be-
tween 10.2 and 12.8 per 100,000 population
(124), whereas across the 50 states in any given
year, suicide mortality varied more than three-
fold (Figure 1), a range nearly as large as the
discrepancy in suicide rates by sex [18.4 per
100,000 among males, compared with 4.8 per
100,000 among females (24)].
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Figure 1
Age-adjusted suicide rate by state of residence, 1999–2007. Rates are age-adjusted to the year 2000 standard. Source: CDC WONDER
(24).
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By contrast, geographical variation in mor-
tality for other leading causes of death is more
modest. For example, across the 50 states can-
cer mortality rates vary less than twofold [and
the standard deviation is ∼10% of the mean,
compared with suicide, for which the standard
deviation is 30% of the mean (26)]. The dis-
tributions of mortality from cancer and suicide
do, however, share one salient characteristic: A
single broad subcategory of disease (or injury)
accounts for a large proportion of all deaths
and a substantial amount of the observed varia-
tion in mortality rates. For cancer, lung cancer
accounts, on average, for approximately one-
third of all cancer deaths (but fewer than one-
sixth of all cancers); for suicide, firearm sui-
cides account for more than half of all suicide
deaths (but fewer than 1% of all suicidal acts)
(116).

Unlike the tight correlation between (a) the
mortality rate for cancer, and (b) the incidence
of new cases of cancer, suicide mortality is only
modestly correlated with the incidence of sui-
cidal acts. Indeed, rates of suicide attempts (and
strong correlates of attempts, such as major
psychiatric illness) and rates of death by sui-
cide are often weakly, sometimes inconsistently,
and occasionally perversely correlated across
many dimensions, including geography (e.g.,
U.S. states), spatial constructs (e.g., the rural-
urban continuum) (61, 62), time (59), and de-
mographic characteristics (e.g., sex, age, and
race) (3, 6, 29, 61, 62).

For example, the Spearman rank correlation
coefficient relating the incidence of hospital dis-
charges for deliberate self-harm (1) and mor-
tality from suicide (24) across the 26 states for
which data are available is 0.2. Adding suicide
fatalities (24) to hospitalized acts of deliberate
self-harm (to approximate the incidence of sui-
cidal acts overall) increases the correlation with
suicide mortality, but the association remains
modest (correlation coefficient = 0.4). By con-
trast, the correlation coefficient between suicide
mortality and the CFR for suicidal acts is 0.7, a
correlation as strong as that between cancer in-
cidence and cancer mortality across these same
26 states.

A no-more-than-modest correlation be-
tween mortality due to suicide and suicide
attempts is also apparent over time. For exam-
ple, whereas suicide rates in the United States
declined by more than 15% between 1990 and
2000 (81), and by ∼25% among youth over
this same time period (23, 81), suicide attempt
rates remained virtually unchanged for both
adults (59) and youth (25).

Publicly available data from the National
Survey of Drug Use and Health, used by a re-
cent study (92) that examined predictors of vari-
ation in suicide rates across the 50 states, also
reveal only modest correlations between suicide
mortality and measures of psychiatric and be-
havioral problems. For example, across the 50
states, correlation coefficients relating suicide
mortality and (a) major depressive disorder,
(b) drug or alcohol abuse or dependence, and
(c) a composite measure of serious psychologi-
cal distress were, respectively, 0.4, 0.2, and 0.2.

A partial explanation for the modest correla-
tion between suicide mortality and these strong
individual-level risk factors for suicide is sug-
gested by the observations that (a) the great
majority of people who have engaged in suici-
dal acts do not die by suicide either in the short
term (116) or in the long term (98), and (b) the
major determinant of the proportion of suicidal
acts in a population that prove fatal is the distri-
bution of highly lethal methods used in suicidal
acts, which is itself not strongly related to the
underlying base rate of suicidal behavior.

DETERMINANTS OF THE CASE
FATALITY RATIO

Because ecologic patterns of suicide mortality
are not well explained by patterns of suicide
attempt rates, variation in the proportion of
suicidal acts that prove fatal (i.e., the CFR)
must explain the residual systematic variation
in death by suicide. For geographic and de-
mographic subgroups, the CFR is determined
largely by the distribution of methods used in
suicidal acts, rather than by marked variation in
method-specific case fatality across subgroups
(28, 40, 56, 87, 113). For example, compared
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with females, males are less likely to engage
in suicidal behavior (and only slightly more
likely to die by suicide when they use a given
method), but three to four times more likely to
die in a suicidal act because the methods that
men use are far more lethal (56, 87, 113). The
same pattern is observed across age groups:
Younger people engage in suicidal behavior
more frequently, but older people are far more
likely to die in any suicidal act because the
methods older people use are, on average, more
lethal (87, 113). Likewise, white and black
Americans appear to engage in suicidal acts at
similar rates (and have similar method-specific
CFRs), but suicide rates are nearly twice as
high for whites because the overall CFR for
whites is nearly twice that for blacks (113).

Using data that include only those cases
of intentional self-harm that received medical
evaluation in an emergency department or
hospital, several studies have found enormous
differences in the CFR for different methods
used in suicidal acts. For example, 85–90%
of self-injuries with a firearm and 60–70% of
hanging/suffocations prove fatal, but only 2%
or less of overdoses and self-injuries with a
sharp instrument result in death (87, 113, 116)
(Table 1). Even within the category of poi-
soning, CFRs vary considerably: Pesticides
and other agricultural chemicals often used in

suicidal acts in developing countries are, on
average, more lethal than the psychotropic and
analgesic medications often used in deliberate
self-poisonings in industrialized countries
(39). In the United States, a predominant
determinant of the CFR across geographic and
demographic subgroups, and over time, is the
proportion of suicidal acts that are committed
using firearms (87, 113).

THE FIREARM–SUICIDE
CONNECTION: EVIDENCE
FROM ECOLOGIC AND
INDIVIDUAL-LEVEL STUDIES

Cross-Sectional Studies

Just as the distribution of mortality rates for
lung cancer accounts for a significant propor-
tion of the variation in mortality from cancer
overall, suicide mortality rates in the United
States appear to be driven largely by rates of
firearm suicide (86, 88, 91, 92). For example,
Figure 2 shows that suicide rates in rural areas
of the United States are considerably higher
than in urban areas: The most urban areas
have mortality rates of less than 10 per 100,000
residents, compared with rates of more than 14
per 100,000 residents in the most rural areas.
Moreover, mortality from suicide across the

Table 1 Case fatality ratio by method of self-harm, United States, 2001. Listed here are all U.S. suicide deaths in 2001 and
estimated visits to the emergency department based on a nationally representative sample of emergency departments.
Source: Vyrostek et al. (116)a

Method Fatal Nonfatal Total Case fatality ratio
Firearm 16,869 2,980 19,849 85
Suffocation/hanging 6,198 2,761 8,959 69
Poisoning/overdose 5,191 215,814 221,005 2
Fall 651 1,434 2,085 31
Cut/pierce 458 62,817 63,275 1
Other 1,109 35,089 36,198 3
Unspecified 146 2,097 2,243 7
Total 30,622 322,992 353,614 9

aCase fatality ratio is the proportion of cases recorded in a year that are fatal. The emergency department (ED) estimate overstates ED-treated suicide
attempts (because nonsuicidal self-harm cannot be disaggregated from actual suicide attempts), but it underestimates nonfatal attempts because it does not
capture suicide attempts that do not result in medical care.
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Suicide rate per 100,000, United States, 1999–2007, aggregated by level of urbanization of the decedent’s county of residence. Source:
CDC WONDER (24).

rural-urban continuum is accounted for by
differences in rates of firearm suicide, without
compensatory changes in rates of nonfirearm
suicide. Notably, most (60–62, 101, 102),
though not all (104), studies have found that
rates of suicidal acts and risk factors for suicidal
behavior, such as depression, are not higher in
rural areas compared with urban areas.

In 2001, the Behavioral Risk Factor Surveil-
lance System (BRFSS) (27) obtained the first
state-level estimates of firearm prevalence
sufficiently precise to allow for empirical eval-
uation of the relation of firearm ownership to
suicide for the nation as a whole. Prior to 2001,
nationally representative ecologic studies relied
on proxies for gun ownership or examined
variation across larger areas of aggregation,
such as the census regions. Despite the impre-
cision of the proxies used and the small number
of observations across which variation in
firearm ownership had been measured directly,
studies consistently found a positive association
between cross-sectional measures of firearm
prevalence and firearm suicide (8, 57, 63, 70,
72, 79, 84–86, 110). Findings in these earlier

studies with respect to the association between
firearm prevalence and rates of overall suicide,
however, were mixed, depending largely on
the way firearm prevalence was measured, as
reviewed elsewhere (11, 90, 93). In the absence
of more precise measures of firearm ownership,
questions about the relation between house-
hold firearm prevalence and overall suicide
mortality lingered, in part because questions
were raised about whether the proxies used
in ecologic studies produced associations that
were biased away from the null (93). This
criticism was put to rest once the BRFSS made
its 2001 survey results available (27).

One of the first studies to exploit com-
prehensive state-level firearm prevalence data
from the BRFSS examined the relationship
between rates of household gun ownership
and suicide across the 50 states for the period
2000–2002 (92). The study controlled for rates
of serious psychological distress, along with
rates of poverty, urbanization, unemployment,
and drug and alcohol dependence and abuse. As
in a smaller study of northeast states for which
deliberate self-harm data were available (91),
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Figure 3
Rate of suicide per 100,000 in 2004 for overall suicide, firearm suicide, and nonfirearm suicide, in the 50
states, by state-level prevalence of firearm ownership. Sources: CDC BRFSS (83), CDC WONDER (24).

this study found in both crude and multivariate
analyses, among men and women and in every
age group, that states with higher rates of
household gun ownership had higher rates
of firearm suicide and overall suicide. The
study showed no association between firearm
ownership rates and nonfirearm suicide (92).

A graphical depiction of the bivariate find-
ings from the study is presented in Figures 3a
and 3b, updated to include data from the most
recent year for which BRFSS firearm owner-
ship data are available (2004) and suicide mor-
tality data from the corresponding year. Trend
lines depict the correlations between firearm
prevalence and suicide mortality overall and
by method. Firearm prevalence, as shown in
the figure, correlates strongly with mortality
due to suicide overall (correlation coefficient
= 0.7) and with firearm suicide (correlation

coefficient = 0.8), but not with nonfirearm
suicide (correlation coefficient = 0.1).

Longitudinal Studies

One approach to mitigating potential con-
founding by cross-sectional differences in
psychopathology (or other markers of suicide-
proneness that might sort by geography) is
to conduct longitudinal analyses. An early
study using aggregate national data on firearm
ownership, 1959–1984, found a significant
bivariate relation between firearm ownership
and firearm suicide, but no relation between
firearm ownership and overall suicide (30).
Firearm availability was measured by responses
to Gallop and National Opinion Research
Council (NORC) polls (the biannual Gen-
eral Social Survey, GSS). The variability in

www.annualreviews.org • Ecologic Patterns of U.S. Suicide Mortality 399



measured firearm ownership over time appears
to have been largely a function of differences in
the samples and methodologies used by Gallop
and NORC (90), and the null finding, on that
basis, may have been due to measurement error
(90). Until recently most ecologic time-series
studies abandoned direct measures of firearm
prevalence because available measures were
too imprecise (relative to secular changes in
suicide rates) to power analyses adequately.
Instead, most ecologic studies focused on the
relation between passage of firearm legislation
and subsequent rates of suicide (or geographic
variation in firearm laws and cross-sectional
variation in suicide rates) with mixed re-
sults (20, 32, 71, 73, 74, 76, 103, 117), as
reviewed elsewhere (11, 91). One drawback
to longitudinal studies on firearm legislation
is that investigators did not measure whether
firearm prevalence or exposure changed after
legislation was enacted (11, 91).

During the 1990s, the percentage of
Americans living in households with firearms
declined far more than it had over the previous
three decades (36). The ongoing General

Social Survey, for example, found that com-
pared with the 1960s, 1970s, 1980s, and early
1990s, when roughly one in two Americans
lived in a home with a firearm, by 2000 that frac-
tion had fallen to one in three. The first study
to exploit this significant decline in household
firearm ownership examined whether changes
in firearm prevalence had been accompanied
by significant changes in rates of suicide by
firearms, by other means, and overall (88). The
findings, illustrated below for the nation as a
whole (Figure 4), were consistent with those
from cross-sectional studies and case-control
studies in that the time-series study found a
significant relation between declines in house-
hold firearm ownership and declines in rates
of suicide overall and by firearms, but not by
nonfirearm methods. These results held for the
population as a whole, for men, for women, and
most markedly for children and young adults,
even after adjustment for several potential
confounders including rates of poverty, unem-
ployment, per capita alcohol consumption, the
age distribution of the population, and census
region.
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Individual-Level Studies

The literature reviewed thus far has focused
on ecologic patterns of suicide mortality in the
United States. Considered as a whole, these
studies point to the strong association between
the availability of firearms and suicide mortal-
ity. The empirical foundation for this assertion
rests not only on analytic studies of aggregate
data, but also on compelling evidence from
individual-level studies, many of which have
been conducted over the past two decades.
These studies, the most pertinent of which are
summarized below, address concerns about the
ecologic fallacy by providing associations at the
individual level analogous to those observed at
the aggregate level.

Every U.S. case-control study in the peer-
reviewed literature that has examined the
firearm-suicide connection has found that a
firearm in the home is associated with an in-
creased risk of suicide (10, 12–16, 31, 34, 47,
48, 58, 67, 68, 107, 122). The increase in risk is
large, typically 2–10 times that of homes with-
out firearms, depending on the sample popula-
tion (e.g., adolescents versus older adults) and
on the way in which the firearms are stored (48).
The association between firearms in the home
and the risk of suicide is due to a large increase
in the risk of suicide by firearm that is not coun-
terbalanced by a reduced risk of nonfirearm
suicide.

Three additional findings from the case-
control studies are notable. First, the higher
risk of suicide in homes with firearms applies
not only to the gun owner but also to the gun
owner’s spouse and children (12–15, 17, 18, 33,
34, 58, 122); the relative risk of suicide associ-
ated with a firearm in the home is greater for
young people (11, 58, 90), and greatest for those
without known psychopathology (13). Second,
the presence of a firearm in the home, no matter
how it is stored, is a risk factor for completed
suicide (11, 58, 90). Third, how household guns
are stored matters (11, 31, 48, 58, 90). One case-
control study that focused on the role of firearm
storage in suicide risk among younger people
found that adolescent suicide was four times

more likely in homes with a loaded, unlocked
firearm, compared with homes where firearms
were stored unloaded and locked (48).

Case-control studies adjust for poten-
tial confounding of the association between
firearms and suicide by adjusting for underlying
psychopathology among cases and controls.
Other studies have used survey instruments
designed to assess psychopathology to address
directly the possibility that people who live
in homes with firearms are inherently more
suicidal than people who live in homes without
firearms (7, 54, 89, 111). All these studies have
found that people who live in homes with
firearms are no more likely to have any of the
major psychopathological disorders known to
increase suicide risk, no more likely to have
suicidal thoughts, and no more likely to have
made suicide attempts, compared with people
who live in homes without firearms.

REDUCING ACCESS
TO LETHAL MEANS

The literature reviewed above points to the po-
tential for reducing the population-level suicide
burden by reducing population-level access to
lethal means. Natural experiments from other
countries provide evidence of the dominant role
that the ready availability of highly lethal, com-
monly used means can play in determining sui-
cide mortality rates (4, 35, 41, 49, 51, 53, 66, 69,
77, 80). The most famous and dramatic large-
scale natural experiment that drew attention to
the benefits of means restriction has been called
the Coal Gas Story (50, 64). During the 1950s,
nearly half of all suicides in the United King-
dom were domestic poisonings with the gas
used in ovens and heaters. With the discovery
of a new, less toxic and less expensive source of
gas in the North Sea, the carbon monoxide con-
tent of domestic gas fell over the next 15 years to
near-zero levels. Following what was, in effect,
the detoxification of gas used in homes, rates
of suicide by gas fell in effect to zero (e.g., in
1960 there were 2,499 suicides by domestic gas,
whereas in 1977 there were 8). Rates of nongas
suicide increased somewhat, but overall rates
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of completed suicide dropped substantially (by
∼30%) for both men and women.

A similar experiment occurred in Sri Lanka,
where pesticides are the leading method of
suicide. From 1950 to 1995, the suicide rate
increased eightfold, owing almost entirely to
increases in suicide with toxic pesticides, a
byproduct of the agricultural revolution. In
1995 and again in 1998, the government banned
several of the most highly toxic pesticides that
were commonly used in Sri Lankan suicides.
By 2005, the suicide rate had fallen by half
(49). Declines in suicide were from poison-
ing suicides; nonpoisoning suicides did not de-
cline, nor did attempts by poisoning. Secular
trends in unemployment, alcohol misuse, di-
vorce, overall pesticide use, and Sri Lanka’s civil
war did not appear to be associated with the
decline. Agricultural output did not suffer, and
the cost of production did not appear to in-
crease (78). Western Samoa provides another
case in point; there suicides—but not suicide
attempts—closely tracked the introduction and
later banning of paraquat on the island (9).

A recent study in Israel also found a sub-
stantial reduction in suicide rates after a policy
that reduced access to lethal means was put into
effect. After the policy change, which reduced
soldiers’ access to firearms on weekends, the to-
tal suicide rate in the Israel Defense Forces de-
creased by 40%. Most of this decrease was due
to a decrease in weekend firearm suicides, with
no significant change in weekday suicide rates
or any compensatory increase in nonfirearm
suicides (75).

The coal gas in the United Kingdom, the
pesticides banned in Sri Lanka and Western
Samoa, and the firearms in Israel and the United
States share critical characteristics that make
them logical targets for means restriction. First,
they account for a large proportion of the total
number of suicides in their respective countries.
Second, they all have a relatively high prob-
ability of causing death when used in an at-
tempt. Third, alternative methods readily avail-
able and commonly used in suicidal acts are less
likely to prove fatal. In this context, it is worth
noting that reducing ready access to methods

with low CFR, such as over-the-counter med-
ications (52) and methods that make up a very
low proportion of total suicides locally [such
as jumps from bridges (5)], may not produce a
measurable impact on the overall suicide mor-
tality rate for the population, though lives may
be saved. Furthermore, when restrictions are
only partial [such as erecting a barrier at one
bridge and not at nearby bridges that afford sim-
ilarly accessible lethal jumping opportunities
(109)], it is more uncertain that suicides will be
prevented.

The rationale for why reducing the ready
availability of lethal means in the short run can
save lives in the long run rests on three well-
established clinical and epidemiologic observa-
tions. First, many suicidal acts have an impul-
sive component. For example, among people
who made near-lethal suicide attempts, 24%
took less than 5 min (108) between the deci-
sion to kill themselves and the actual attempt,
and 70% took less than 1 h (T.R. Simon, per-
sonal communication). In a study of emergency
department–treated suicide attempts, 40% re-
ported less than 5 min from decision to action
(123); in another study of people referred to a
psychiatric hospital following an attempt, 48%
reported acting on their ultimate decision to at-
tempt suicide within 10 min (37).

Second, many suicidal crises are self-
limiting. Such crises are often precipitated by
an immediate stressor, such as the breakup of
a romantic relationship, the loss of a job, or a
run-in with police, even as an underlying vul-
nerability may be explained by a more chronic
problem, such as a mental health, behavioral,
or substance abuse problem (45, 53, 97). As the
acute phase of the crisis passes, often so does
the urge to attempt suicide. A recent study of
college and university students, for example,
found that among those who seriously consid-
ered suicide in the past year, approximately one
in three reported that the suicidal episode lasted
less than an hour (38).

Third, the great majority of people who sur-
vive a suicide attempt, including attempts that
they expected to be lethal (such as a gunshot
to the head or jumping in front of a train), do
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not go on to die by suicide. Indeed, a review of
more than 90 studies that have followed suicide
attempters over time (70 of which examined
fatal outcomes) found that, on average, 7%
(range: 5–11%) eventually died by suicide,
23% reattempted nonfatally, and 70% made
no further attempts (98). Even studies that
counted equivocal deaths as suicides, followed
attempters for several decades, and focused on
medically serious attempts (such as jumping in
front of a train) found similarly low completion
rates.

SUMMARY AND IMPLICATIONS

Suicide mortality rates vary widely across ge-
ography, age, sex, race, and other sociodemo-
graphic dimensions, a disparity in burden that,
at the population level, is more exaggerated
than that for the leading causes of natural death.
Unlike the tight correlation between the inci-
dence of cancer and the incidence of death due
to cancer, ecologic patterns of suicide mortal-
ity are more tightly correlated with the CFR
than with the incidence of suicide attempts (or
with the incidence of established risk factors for
suicidal behavior, such as major depression or
other measures of mental illness). Because this
is a striking feature of suicide mortality pat-
terns in the United States, research attempt-
ing to test the impact of putative causal factors
on suicide mortality should employ the decom-
position approach, championed by Wennberg,
by specifying, a priori, and testing, a posteri-
ori, whether an observed variation in suicide
rates across population groups is the result of
a change in the incidence of suicidal acts or a
result of a change in the lethality of the act itself
(and if so, in what way and to what measurable
effect).

To date, however, ecologic studies of sui-
cide mortality in the United States that have

examined interventions that are presumed to
affect suicidal behavior, rather than the CFR,
have not applied the decomposition approach
(e.g., ecologic studies of antidepressant pre-
scription rates and suicide mortality) (19, 42,
43, 83, 96, 114). One practical reason for this la-
cuna is that suicide attempt data are not readily
available for all 50 states. Nevertheless, even in
the absence of attempt data, indirect assessment
is still possible by examining whether suicide
methods were affected differentially, and if so,
in what way. As reviewed here, a plausible—and
testable—alternative explanation for ecologic
associations between suicide mortality in the
United States and putative causal factors is that
the factor is serving as a proxy for household
firearm prevalence. By parsing suicide mortal-
ity by method, the plausibility of competing ex-
planations can better be assessed.

More than ten years ago, in his Letter to the
American People, then–Surgeon General David
Satcher (115) asserted that suicide should
be seen as a serious public health problem.
In making this assertion, Satcher made the
case that accounting for ecologic variation in
suicide mortality is central to any public health
approach to reducing the population-level
burden of suicide. The ecologic and individual-
level studies reviewed herein illustrate the
importance of considering access to highly
lethal means in approaches to understanding
population-level suicide patterns. These studies
also point to the great, yet largely unrealized po-
tential that means-reduction strategies hold out
to save lives, not only in the short run, but also
in the long run, not only for individuals, but also
for populations that bear a disproportionately
large burden of suicide mortality, even if they
do not bear a disproportionately large burden
of risk factors for suicidal behavior or engage in
a disproportionately large number of suicidal
acts.
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A B S T R A C T

Purpose: Although household firearm ownership has been consistently associated with increased
suicide rates in the U.S., scant data speak to the type of gun used in U.S. suicides. We address this
research gap using data from the National Violent Death Reporting System Restricted Access Data
Set, 2005e2015, by describing the types of guns used in firearm suicides over time, by urban
versus rural residence, for the population as a whole, and separately among adolescents, and by
sex, race, and age.
Methods: The types of firearm used by 44,540 firearm suicide decedents in 13 states from 2005 to
2015 are based on individual-level data from the National Violent Death Reporting System and
urbanerural classification schemes from the National Center for Health Statistics. Rates are
calculated using population data from the National Center for Health Statistics’ CDC WONDER
online database.
Results: Between 2005 and 2015, suicide rates by handguns, but not long guns, increased markedly
in both urban and rural counties. Among adolescents, handgun suicide rates doubled over the
study period in both rural and urban areas; long gun suicide rates increased modestly. Although
handguns were used in nearly three fourths of firearm suicides for the population as a whole, long
gun use was relatively higher in rural counties and among adolescents. In rural counties, long guns
were used in 51% of adolescent male suicides.
Conclusions: Suicide prevention efforts that advise gun-owning families to reduce access to
household firearms should focus not only on handguns but also on long guns, especially in rural
areas and among households with adolescents.

� 2019 Society for Adolescent Health and Medicine. All rights reserved.

IMPLICATIONS AND
CONTRIBUTION

Handguns are used in
nearly three fourths of
firearm suicides, but long
guns constitute two fifths
of the guns used in sui-
cides by adolescents and
in rural areas. More than
half of firearm suicides
among rural adolescent
males are with rifles or
shotguns. Clinical and
other interventions to
reduce suicide should
incorporate this informa-
tion into efforts focused
on reducing access to le-
thal means, especially in
rural areas and among
families of adolescents.

Household firearm ownership has been consistently
associated with elevated suicide rates in the U.S. [1e15]. Medical
associations and others involved in suicide prevention efforts,
such as physicians and mental health practitioners, have limited
data to draw from when advising gun owners whether suicide
risk is chiefly related to handguns or also to long guns. One
reason so little is known about the type of gun used in U.S.
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suicides, overall and by specific subgroups, is that official mor-
tality data (the National Vital Statistics System) list gun type as
unspecified in nearly two thirds of all firearm suicides [16].

A relatively new data system, the Centers for Disease Control
and Prevention’s National Violent Death Reporting System
(NVDRS), supplements death certificate data with additional
information about suicide deaths gathered from police and
medical examiner/coroner reports. As such, NVDRS categorizes
gun type far more comprehensively than does the National Vital
Statistics System and has done so for over a dozen states since
2005. A 2002 pilot study for the NVDRS, for example, found that
gun type was reported in all but 1 of 145 youth firearm suicides,
and that long guns were used in 48% of firearm suicides under
age 18 years [17]. A recent study using the NVDRS found that long
guns were used in just under 50% of firearm suicides among
those under age 21 years [18], consistent with the few prior peer-
reviewed studies of youth suicide using local data sources
[19,20]. For example, a study of 59 youth aged <19 y who
intentionally shot themselveswith a firearm inWashington State
between 1990 and 1995 [19] found that slightlymore than half of
the guns used in self-inflicted deaths and injuries were handguns
(n¼ 33), about one-thirdwere rifles (n¼ 18), and 9% (n¼ 5) were
shotguns. By contrast, the earliest study to examine gun type in
firearm suicide found that between 1983 and 1985 in Sacra-
mento County, CA, among 235 firearm suicides, 88% of all fire-
arms used were handguns. The authors note that the high
proportion of handguns was perhaps due to the largely urban
population of Sacramento County [21].

The present study uses data on over 44,000 firearm suicides
from the NVDRS Restricted Access Data Set, 2005e2015. The size
of the data set allows us to extend prior work on the types of
guns used in suicides by examining patterns of gun type over
time and urbanization, sex, race, and age group.

Methods

This study examined individual-level data from the Centers
for Disease Control and Prevention’s NVDRS Restricted Access
Data Set. The NVDRS is a state-based surveillance system now in
40 states providing comprehensive information on deaths clas-
sified as suicide, homicide, legal intervention, unintentional
firearm injury, or injury of unknown intent. The NVDRS gathers
information from sources including death certificates, coroner/
medical examiner reports, and police reports. The Division of
Violence Prevention at the Center for Disease Control and Pre-
vention has provided a detailed description of the NVDRS [22].

Sixteen states provided data to NVDRS throughout the period
of 2005e2015 (Alaska, Colorado, Georgia, Kentucky, Maryland,
Massachusetts, New Jersey, New Mexico, North Carolina, Okla-
homa, Oregon, Rhode Island, South Carolina, Utah, Virginia, and
Wisconsin). Three of these statesdGeorgia, Kentucky, and New
Jerseydwere excluded from this study, as the gun type used in
firearm suicides was unknown in 22.5%, 36.5%, and 24.3% of in-
cidents, respectively. We selected all firearms deaths that were
coded as suicides (n ¼ 45,811) in the remaining 13 states. Of
these, a total of 3.6% (n ¼ 1,645) were missing gun type infor-
mation or coded as “unknown” or “other” for firearm type in the
“firearm type” variable. However, of these cases, there were 374
cases for which another variable, the ICD-10 “Underlying Cause
of Death” variable was coded either X72 (intentional self-harm
by handgun) or X73 (intentional self-harm by rifle, shotgun, or
larger firearm). These 374 cases were assigned to the handgun or

long gun category, as appropriate. As such, our data set of
“known gun type” suicides included 44,540 suicide cases.

Each incident was classified into one of six urbanization cat-
egories according to the National Center for Health Statistics’
Urban-Rural Classification Scheme for Counties. We collapsed
the first four categoriesdlarge central metro, large fringe metro,
medium metro, and small metrodinto one urban category, and
the remaining twodmicropolitan and noncoredinto one rural
category. Average annual rates per 100,000 population (by age,
sex, race, and rurality) were calculated using population data
accessed from CDC Wonder [16]. Analyses were performed in
2018. The Harvard School of Public Health’s Institutional Review
Board determined that the study was exempt from human sub-
ject review.

Results

As summarized in Table 1, among the 44,540 firearm suicides
in our analytic data set, 73% were by handguns, and 27% by long
guns (44% rifles and 56% shotguns). Handguns were used in most
suicides in each subcategory except American Indian/Alaska
Natives and rural adolescent males (not shown). Long gun use
was relatively higher in rural settings compared with urban
settings and among adolescents compared with adults. Females,
African American/Blacks, and Asian/Pacific Islander were the
groups least likely to use a long gun, with 87%, 84%, and 86% of
decedents, respectively, having used a handgun.

The rate of handgun suicidedwhich was highest in rural
countiesdincreased steadily from 2005 to 2015 in both urban
and rural counties, for the population as a whole and among

Table 1
Gun type used in firearm suicides by urbanization of victim’s county of residence,
sex, race, and age group, 2005e2015, 13 states

Handgun Long gun

N Rate/
100,000

Row
%

N Rate/
100,000

Row
%

Totala 32,452 5.0 73 12,088 1.9 27
Type of county of residence
Large metrob 4,169 4.2 81 1,008 1.0 19
Large fringe metrob 7,726 3.6 76 2,500 1.2 24
Medium metrob 9,666 5.7 75 3,219 1.9 25
Small metrob 3,631 5.6 71 1,514 2.3 29
Micropolitanc 4,200 6.7 69 1,906 3.0 31
Noncorec 3,004 7.0 61 1,919 4.4 39

Sex
Male 27,243 8.5 71 11,338 3.5 29
Female 5,209 1.6 87 750 .2 13

Age group (y)
<18 671 .4d 61 421 .3d 39
18e24 2,916 4.5 66 1,479 2.3 34
25e44 9,492 5.4 72 3,671 2.1 28
45e64 11,946 7.0 73 4,369 2.6 27
65þ 7,421 8.7 78 2,146 2.5 22

Race
White 29,089 5.6 72 11,074 2.1 28
Black/African American 2,052 2.1 84 380 .4 16
American Indian/Alaska

Native
304 2.1 47 345 2.4 53

Asian/Pacific Islander 266 1.0 86 45 .2 14

a Type of county was unknown in 78 cases, age unknown in eight cases, and
decedents were not listed as one of the above four races in 1,026 cases.

b Suicides classified as urban.
c Suicides classified as rural.
d Rate calculated using 0- to 17-year-old population.
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adolescents (Figure 1A,B). Among adolescents (Figure 1B),
handgun suicide rates in rural and urban areas doubled from the
beginning of the study period (2005e2007), when rates of
handgun suicide were .67 per 100,000 in urban areas and .97 per
100,000 in rural areas, to the end of the study period
(2014e2015), by which time rates of handgun suicide in urban
and rural areas had increased to 1.36 and 2.09 per 100,000,
respectively. Over the corresponding period, rates of adolescent
suicide by long guns increased modestly in urban areas, from
.42 to .57 per 100,000, and in rural areas, from 1.03 to 1.48 per
100,000. Over the same period, rates of long gun suicide for the
population as a whole changed little (Figure 1A).

The firearm suicide rate (handgun and long gun rates com-
bined) among males aged 10e17 years was substantially higher
among rural versus urban adolescents (4.6 and 2.2 per 100,000,
respectively; Figure 2). The handgun suicide rate among rural
male adolescents was 1.6 times that of their urban counterparts,
whereas the long gun suicide rate was 2.6 times higher. A total of
51% of rural male adolescent firearm suicides were by long guns.
Even by the end of the study period (2014e2015), 44% of rural
male adolescent firearm suicides involved long guns (not

shown). Gun type did not vary greatly between rural and urban
counties among adolescent female decedents.

Among males, long guns as a proportion of overall firearm
suicides were highest among the young (Figure 3). Overall, long
guns accounted for 39% of firearm suicides among 10- to 17-year-
oldmen (in rural areas, half used long guns; in urban areas, closer
to one-third). Among young adult men, the proportion of long
gun suicides was 47% among 19-year-olds, 43% among 20-year-
olds, 34% among 21-year-olds, and 29% among 22-year-olds.
After age 22 years, long gun use among men did not exceed 35%
for any single year of age.

In each of the 13 states, across all ages, a majority of firearm
suicides involved handguns, ranging from 57% to 78%. Among
youth aged 10e17 years, however, handguns were used in as
many as 82% of firearm suicides (in Massachusetts) to as few as
31% (in Wisconsin; Table A1, Appendix).

Discussion

Between 2005 and 2015, among our NVDRS states, the rate of
suicide by handguns increased substantially in both rural and

0

1

2

3

4

5

6

7

8

9

2005-2007 2008-2010 2011-2013 2014-2015

Ra
te

 (p
er

 1
00

,0
00

)

Year

Rural Handgun
Urban Handgun
Rural Long gun
Urban Long gun

0

0.5

1

1.5

2

2.5

2005-2007 2008-2010 2011-2013 2014-2015

Ra
te

 (p
er

 1
00

,0
00

)

Year

Rural Handgun

Rural Long gun

Urban Handgun

Urban Long gun

A

B
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urban counties, with rates doubling among adolescents. These
findings are consistent with ongoing changes in the composition
of the U.S. gun stock. For example, data from a recent study found
that although household gun ownership rates in the U.S. have
remained relatively stable over the past two decades [23,24],
almost four of five gun owners currently own at least one
handgun, and millions of guns, the large majority of which are
handguns, have been added to the U.S. gun stock over the past
several decades [24]. That study also found that handguns, which
are more often owned for protection than are long guns [24], are
far more likely than long guns to be stored loaded and unlocked
[25,26].

Our finding that handguns predominate among firearm sui-
cides as a whole, but that long guns play a prominent role in
adolescent and young adult male suicides, particularly in rural
areas, reflects findings from two prior small studies that gathered
information about gun type among firearm suicide decedents
[19,20]. Because hunting and sport shooting with rifles and
shotguns are often traditional parts of young rural males’ up-
bringing, ready access to these guns may explain the dispro-
portionate contribution long guns make to both the distribution
of gun types we observed in rural compared with urban areas
and the higher suicide rates among rural versus urban male
adolescents reported in prior studies [19,20].

The role of long guns in adolescent suicides has ramifications
for gun safety messages to teenagers’ parents, particularly in

rural areas. Pediatricians, primary care providers, mental health
clinicians, hunting safety educators, and firearm safety in-
structors should emphasize that when a family member is at risk
for suicide, preventing their access to all household firearmsd
both handguns and long gunsdis important, the latter particu-
larly in rural areas. The importance of delivering this message
about long guns to parents is underscored by the observation
that a majority of guns used in suicides by youth belong to their
parents [19,27], and by our finding (Figure 3) that among young
adult males, the proportion of long gun suicides was approxi-
mately 40%e45% among suicide decedents under age 21 years
and even higher for youth living in rural areas.

Our findings are based on the largest data set that includes
information about the type of gun used in suicides ever analyzed.
Nevertheless, interpreting our results should bear in mind the
following limitations. First, our findings come from only 13
states, are limited to descriptive statistics of decedents only (and
therefore should not be construed as predictors of method
choice), and may not be representative of the nation as a whole.
Second, although we examine patterns of gun type over time and
by urbanization, sex, race, and age group, we do not describe how
gun type varies by other characteristics collected by NVDRS, such
as mental health diagnoses, mental health treatment, or evi-
dence of a recent crisis. Third, we classify whether decedents
lived in a rural or urban area based on their county of residence.
Counties sometimes include both rural and urban areas, so in
some cases, a decedent’s county classification will not describe
the urban or rural character of their specific city or town.
Notwithstanding these limitations, clear strengths of NVDRS
data are that firearm type is reported or can be easily determined
in 97% of suicides, and that these data can be used to monitor
trends over time and across jurisdictions.

Despite these limitations, findings from our study draw
attention not only to recent increases in suicide rates by hand-
guns but also to the substantial role that long guns continue to
play in U.S. suicide, particularly among rural male youth. Our
results underscore the importance of including both handguns
and long guns in suicide prevention discussions aimed at
reducing access to highly lethal suicide methods and help iden-
tify groups, such as hunter safety organizations, that might
otherwise be overlooked as partners in suicide prevention
efforts.
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Legal status and source of offenders’ firearms in
states with the least stringent criteria for
gun ownership

Katherine A Vittes, Jon S Vernick, Daniel W Webster

ABSTRACT
Background Gun possession by high-risk individuals
presents a serious threat to public safety. U.S. federal
law establishes minimum criteria for legal purchase and
possession of firearms; many states have laws
disqualifying additional categories for illegal possession.
Methods We used data from a national survey of state
prison inmates to calculate: 1) the proportion of offenders,
incarcerated for crimes committed with firearms in 13
states with the least restrictive firearm purchase and
possession laws, who would have been prohibited if their
states had stricter gun laws; and 2) the source of gun
acquisition for offenders who were and were not legally
permitted to purchase and possess firearms.
Results Nearly three of ten gun offenders (73 of 253 or
28.9%) were legal gun possessors but would have been
prohibited from purchasing or possessing firearms when
committing their most recent offense if their states had
stricter prohibitions. Offenders who were already prohibited
under current law acquired their gun from a licensed dealer,
where a background check is required, five times less often
than offenders who were not prohibited (3.9% vs. 19.9%;
c2¼13.31; p#0.001). Nearly all (96.1%) offenders who
were legally prohibited, acquired their gun from a supplier
not required to conduct a background check.
Conclusions Stricter gun ownership laws would have
made firearm possession illegal for many state prison
inmates who used a gun to commit a crime. Requiring all
gun sales to be subject to a background check would make
it more difficult for these offenders to obtain guns.

INTRODUCTION
Gun violence has long been one of the most
significant public safety and social problems in the
USA. In the USA, in 2008, gun violence resulted in
12 179 homicides and an estimated 56 626 assaul-
tive injuries serious enough to warrant a hospital
emergency room visit.1 Among high-income coun-
tries, the USA is unique in its extraordinarily high
rate of homicides. This disparity is most striking for
homicides committed with firearms where the US
rate is 20 times higher than other high-income
countries.2

Despite the magnitude of the problem, US gun
policy rarely considers appropriate criteria for
disqualifying someone from lawfully possessing
a firearm. Federal law disqualifies certain groups of
high-risk individuals from owning guns, including
felons, fugitives, unlawful users of or those
addicted to controlled substances, those who have
been ‘adjudicated as a mental defective’ or
committed to a mental institution, individuals who

have been dishonourably discharged from the
armed forces, persons subject to certain domestic
violence restraining orders, persons less than the
age of 18 years (for handguns) and domestic
violence misdemeanants. Federal law does not set a
minimum age requirement for the legal possession
of long guns (ie, rifles and shotguns).3

Although the federal firearm prohibitions apply
minimum standards for all US states, many states
have enacted broader disqualifications for firearm
possession including: a minimum age of 21 for all
guns; convictions for some misdemeanour crimes
involving violence, firearms or drugs; multiple
convictions for alcohol-related offences; or convic-
tions for serious crimes committed as a juvenile.4

Research supports the underlying premise of
laws that widen exclusionary criteria for firearm
possession: that some groups have higher rates of
criminal offending than do those without a crim-
inal history or other indicia of risk.5e9 For example,
Wintemute and colleagues found that individuals
denied legal handgun purchase, as a result of a new
California law expanding firearm prohibitions to
include misdemeanants convicted of crimes of
violence, were less likely to commit a new crime of
violence than were demographically-matched Cali-
fornian misdemeanants who had been approved for
handgun sales during the years just prior to the
new restrictions.9 A study of homicide offenders in
Illinois found that 42% would have been prohibited
from possessing firearms as a result of a prior felony
conviction; however, convictions for misdemean-
ours as an adult or more serious crimes as a juvenile
were not reported.6

Under federal law, persons buying guns from
licensed gun dealers must undergo a criminal
history background check.10 But federal law and
the law of most states do not require firearm sellers
who are not licensed gun dealers to verify that
purchasers of firearms are legally qualified to
possess a firearm such as through a background
check.4 Understanding how those with and
without a criminal history acquire guns can also
inform policies intended to keep guns from
prohibited persons.
Prior research on firearm acquisition suggests

that incarcerated adults often obtain their guns
from casual sources such as from friends and family
members, and ‘off the street.’11e13 To our knowl-
edge, whether and to what extent the source varies
based on the legal status of the purchaser has not
been investigated.
Therefore, the goals of the current study are to:

(1) identify the proportion of state prison inmates

Center for Gun Policy and
Research, Johns Hopkins
Bloomberg School of Public
Health, Baltimore, Maryland,
USA

Correspondence to
Dr Katherine A Vittes, Center for
Gun Policy and Research, Johns
Hopkins Bloomberg School of
Public Health, 624 North
Broadway, Baltimore, MD
21205, USA; kvittes@jhsph.edu

Accepted 7 March 2012

Original article

26 Injury Prevention 2013;19:26–31. doi:10.1136/injuryprev-2011-040290

Published Online First
23 June 2012

Editor ’s choice
Scan to access more

free content



incarcerated for gun-related offences in states with the least
strict standards for firearm purchase and possession who would
have been prohibited from possessing firearms if laws in their
states had included additional exclusion criteria and (2) describe
how these inmates acquired their firearms.

METHODS
Data
This study used data from the most recent (2004) Survey of
Inmates in State Correctional Facilities (SISCF), a nationally-
representative survey of state prison inmates administered by
the Bureau of the Census for the US Department of Justice.14

The 2004 SISCF consisted of computer-assisted personal inter-
views conducted between October 2003 and May 2004. Inmates
were asked about a broad range of topics including: demographic
characteristics; offences for which they were currently serving
time; prior criminal history; gun possession and use; prior drug
and alcohol use and treatment; and physical and mental health
status. In the 2004 survey, 14 499 inmates were interviewed. Of
those eligible to participate in the study, 89.1% participated.

Additional information about data collection and analysis
methodology for the SISCF is available from the University of
Michigan’s Inter-university Consortium for Political and Social
Research.15 Prior research using data from the SISCF include
studies on incarcerated women, veterans and parents.16e18 No
reported studies have used SISCF data on inmates who used
firearms in their most recent crimes.

Study sample
To focus on the potential effects of broadening state laws
regarding firearm restrictions, we limited our analysis to
offenders currently serving time for an offence committed with
a firearm in states that, as of 2004, did not have laws prohibiting
persons in the following five groups from purchasing or
possessing a firearm: (1) persons less than 21 years of age; (2)
persons convicted of a serious juvenile offence; (3) violent
misdemeanants; (4) drug misusers; and (5) alcohol abusers. To
identify states meeting these criteria, we consulted the Bureau of
Justice Statistics 2004 Survey of State Procedures Related to
Firearm Sales,19 supplemented by legal research to confirm some
state laws.

Because domestic violence misdemeanants are already
prohibited from purchasing or possessing firearms under federal
law,20e22 we included states with laws that prohibited domestic
violence misdemeanants if the states did not also prohibit other
violent misdemeanants from purchasing or possessing firearms.
In addition, although federal law restricts firearm purchase or
possession for drug misusers, the law’s definition of a drug
misuser does not provide objective criteria that can be imple-
mented via a background check, limiting its practical use.23 We
excluded states with separate legal restrictions on possession of
firearms by those convicted of serious offences, not technically
classified as felonies, when committed by a juvenile.

Nine statesdArkansas, Idaho, Louisiana, Michigan, Missis-
sippi, Montana, New Hampshire, Vermont and
Wyomingdlacked all five types of expanded firearm disqualifi-
cations. Four additional statesdGeorgia, Maine, New Mexico
and Wisconsindlacked these expanded disqualifications with
some exceptions. For example, New Mexico had a minimum age
law stating that handgun possession is unlawful by persons
<19-years-old24 and Wisconsin restricted individuals convicted
of a felony as a juvenile only if the offence occurred on or after
21 April 1994.25 We excluded a total of 12 cases meeting these
exceptions, because they were already prohibited from firearm

purchase and possession under state law. The final sample
consisted of 13 states, though there were no inmates meeting
our case definition in two states (New Hampshire, Wyoming;
see table 1).

Measures
To determine whether offenders had a firearm while committing
the crime for which they were currently incarcerated, SISCF
interviewers asked, ‘Did you use, carry or possess a weapon
when the (.offense.) occurred?’ If the answer was ‘yes,’ the
interviewer asked, ‘What kind of weapon was it?’ Offenders
who said they used a firearm were included in our analyses.
Offenders who reported using a firearm in their current crime
were asked follow-up questions, including questions about the
type of gun(s) (eg, handgun, shotgun, rifle), how and where they
obtained the gun, whether they fired it, and their reasons for
having it.
SISCF interviewers also asked the offenders a series of ques-

tions about their prior arrests and convictions leading to
probation or incarceration. Those who had been convicted and
sentenced to probation or incarceration were asked about the
type of offence, length of sentence, and whether they were
sentenced as a juvenile or as an adult for up to 10 prior proba-
tions and 10 prior incarcerations. Offence information for
juvenile convictions leading to probation and no incarceration
was not collected in the SISCF.
To examine the potential for current and expanded disquali-

fications to curtail gun crime, we categorised offenders into the
following groups based on their prior criminal convictions: (1)
those who would have no firearm disqualification even under
stricter state laws (described below); (2) those who were
disqualified under current federal law; and (3) those who were
legal firearm possessors under current federal law, but who
would have been prohibited in states with stricter standards.
We further categorised offenders in the third groupdthose

who might be impacted if the laws in their states were
changeddbased on whether they fell into any of the following
categories: (1) age 18e20 years at incarceration for their current
offence if that offence involved a handgun; (2) less than age
21 years at incarceration for their current offence if that offence
involved a long gun; (3) committed a prior serious crime as
a juvenile (<18-years-old); (4) conviction for a violent or fire-
arms-related misdemeanour; (5) convictions for two or more drug-
related misdemeanours; and (6) convictions for two or more
alcohol-related misdemeanours. These laws were chosen because
each is in effect in at least some states.19 Violent and firearm-
related misdemeanours included convictions for a simple assault
or a weapons offence. Drug-related misdemeanours included
convictions for driving under the influence of drugs, possession
or use of marijuana and unspecified drug-related offences (but
did not include drug-related offences involving heroin, powder
cocaine or crack cocaine which are generally felonies). Alcohol-
related misdemeanours included DUI/DWI convictions or
convictions for public drunkenness.

Analysis
We first calculated the proportion of offenders who would have
been legally prohibited from purchasing or possessing firearms if
their states had a variety of stricter laws. We then examined the
method and source of firearm acquisition for offenders and
calculated c2 statistics to identify any significant differences
between offenders who were currently prohibited versus
offenders who were not prohibited from purchasing and
possessing firearms.
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RESULTS
The overall SISCF sample of 50 states included 14 499 inmates,
2046 of whom used a gun in the crime for which they were
incarcerated. The distribution of the total sample of gun users
was similar to the 13 states in our sample with regard to crime
type, type of gun, sex, education, marital status and employ-
ment status. Our 13-state sample had a somewhat higher
proportion of younger (age 14e17 years) and non-Hispanic
Black offenders than for all 50 states.

Sample characteristics
Our initial sample consisted of 281 offenders who were incar-
cerated for offences involving firearms from the 13 states with
the most lenient firearm restrictions (no stricter than existing
federal law). Due to missing or insufficiently specific informa-
tion about the nature of the prior convictions, 28 offenders were
excluded from the analyses for a final sample of 253. The
majority of the respondents came from Georgia, Louisiana,
Michigan, Mississippi and New Mexico. Some of the more
populous US states (eg, California, New York, Texas) were
excluded from our analysis because they did not meet our legal
inclusion criteria.
Three-quarters (n¼190) of offenders committed their current

offence (ie, the offence for which they were serving time when
the interview occurred) in their state of residence. All offenders
were sentenced as adults and age at sentencing for the current
incarceration ranged from 14 to 55 years with a mean of
25 years. A majority of the offenders were male subjects, non-
Hispanic Black, had not completed high school, were employed
in the month before they were incarcerated and had never been
married (table 1).

Current offences
More than three-quarters (n¼199) of the offenders were serving
time for a violent offence at the time of the SISCF interview. In
all, 43% of these violent offenders were incarcerated for an
attempted or completed murder, or voluntary non-vehicular
manslaughter (table 1). The remainder of the sample was
incarcerated for property, drug or public order offences (all
involving firearms).
Although fewer than half (44.3%) of the offenders reported

that they fired a gun while committing the current crime, most
(83.4%) identified one or more other or additional reasons for
possessing the gun, including using the gun to scare the victim(s)
(42.7%), or for self-protection (32.4%).

Legal status for firearm possession prior to firearm offence
leading to current incarceration
Inmates were categorised into three mutually-exclusive groups
based on their actual or potential legal status for firearm
possession (table 2). In all, 31% (n¼78) of offenders would not

Table 1 Demographic and offence characteristics of state prison
inmates incarcerated for an offence committed with a firearm in 13
states (n¼253)

n (%)

Demographic characteristics

Sex

Male 234 (92.5)

Female 19 (7.5)

Age when sentenced for current offence (years)

14e17 48 (19.0)

18e20 58 (22.9)

21e24 46 (18.2)

25e29 35 (13.8)

30 and older 66 (26.1)

Race/ethnicity

Non-Hispanic Black 169 (66.8)

Non-Hispanic White 63 (24.9)

Hispanic 9 (3.6)

Other 12 (4.7)

Education (n¼251)

Less than high school 185 (73.7)

High School or equivalent 41 (16.3)

More than high School 25 (10.0)

Marital status (n¼252)

Never married 177 (70.2)

Divorced/separated/widowed 48 (19.1)

Married 27 (10.7)

Employed in the month before incarceration (n¼246)

Full-time 129 (52.4)

Part-time/occasional 24 (9.8)

Unemployed: looking for work 32 (13.0)

Unemployed: not looking for work 61 (24.8)

State of current offense

Arkansas 21 (8.3)

Georgia 64 (25.3)

Idaho 5 (2.0)

Louisiana 39 (15.4)

Maine 1 (0.4)

Michigan 67 (26.5)

Mississippi 27 (10.7)

Montana 5 (2.0)

New Hampshire 0 (0)

New Mexico 13 (5.1)

Vermont 1 (0.4)

Wisconsin 10 (4.0)

Wyoming 0 (0)

Current offences* y
Violent offences

Murder/voluntary non-vehicular manslaughter 86 (34.0)

Robbery 75 (29.6)

Aggravated assault/assault on police officer 32 (12.6)

Other violent acts 6 (2.4)

Property offences

Burglary 6 (2.4)

Other property offences 3 (1.2)

Drug offences

Trafficking 15 (5.9)

Possession or use 7 (2.8)

Public order offences

Weapons offences 19 (7.5)

Parole/probation violation or contempt 2 (0.8)

Other public order offences 2 (0.8)

Continued

Table 1 Continued

n (%)

Type of gun used in current offensez
Handgun 204 (80.6)

Rifle 30 (11.9)

Shotgun 25 (9.9)

Other firearm 4 (1.6)

*For inmates currently incarcerated for more than one offence, only the most serious is
included here.
yAll offence categories include attempted and completed offences.
zPercentages do not sum to 100 because 10 respondents used more than one type of gun
in their current offence.
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have been disqualified from firearm possession based on prior
convictions or minimum age even if their states had laws
prohibiting the legal purchase and possession of firearms by
persons <21-years-old, persons with a conviction for a serious
juvenile offence, violent misdemeanants, and drug and alcohol
misusers.

In the second group, 40% (n¼102) of offenders were already
prohibited from legal firearm possession under current state or
federal law and, thus, would be unaffected by the imple-
mentation of the stricter firearm prohibition standards we
considered.

The third group consists of 73 offenders (28.9%) who were
not prohibited under current standards, but would have been
prohibited if their states adopted stricter standards similar to
those already in place in a number of other states. Most of this
group (58.9% and 17.0% of all firearm offenders, n¼43) would
have been prohibited if their state had a law that raised the
minimum age to possess a handgun to 21 years. An additional 17
offenders would have been prohibited if their state passed a law
restricting possession to all firearms, including long-guns, for
persons <21 years. If persons convicted of a serious crime as
a juvenile were to become prohibited, it would have been illegal
for 13 offenders (5.1% of all firearm offenders) to purchase or
possess a firearm. Nine offenders (3.6% of all firearm offenders)
would also have been disqualified if their states had prohibited
persons convicted of a violent or firearms-related misdemeanour
from purchasing or possessing a firearm. Two offenders would
have been prohibited if states were to restrict firearm purchase
and possession for those with two or more drug-related misde-
meanours and one offender would be prohibited if the same
restriction were applied to alcohol-related misdemeanours.

How and where criminals obtained their firearms
About eight of every 10 offenders reported using a handgun (vs
rifle or shotgun) in the offence for which they were serving time.
Half of the offenders reported that they had bought the gun
used in the crime (table 3). The second most common method of
gun acquisitiondcited by fewer than one in five offendersdwas
borrowing or holding the gun for someone. Regardless of how
they obtained the gun, friends and family members were the
most common source (34.0%), followed by drug dealers or other
black market sources (30.4%). Only 13.4% got the gun directly
from a gun store or pawnshop where federal law requires

prospective firearm purchasers to pass a background check. It is
important to recognise, however, that table 3 represents only the
most recent acquisition of a specific gun: it does not indicate
whether the gun ever passed through a particular distribution
channel (eg, a gun show).
There were few differences between the groups of offenders

with regard to how and where they got the gun used in their
most recent offence. More than half (55.6%) of offenders for
whom firearm purchase and possession was legal under current
standards (adding the 45 inmates who would be legal even under
stricter standards with the 39 inmates who would be prohibited
only under stricter standards) bought or traded for the gun used
in their most recent crime compared with two-fifths (39.2%) of
offenders who were prohibited under current state or federal law
(c2¼6.56; p#0.01). Offenders who were prohibited from
purchasing and possessing a gun under current law acquired
their gun from a licensed dealer, where a background check
would be required, five times less often than offenders who were
not prohibited (3.9% vs 19.9%; c2¼13.31; p#0.001). Similarly,
nearly all (96.1%) offenders who were legally prohibited from
possessing a firearm acquired their gun from a supplier not
required to conduct a background check.

DISCUSSION
Our findings indicate that 40% of offenders incarcerated for
committing crimes with a gun in the 13 US states with the least
strict standards for legal firearm purchase and possession were in
possession of the gun illegally. If these states had adopted more
restrictive standards like those in place in a number of other
states, an additional 29% of the persons incarcerated for
committing a crime with a firearm would have been legally
prohibited from possessing a firearm at the time of their current
offence. The vast majority of these individualsdnearly a quarter
of the entire sample of firearm offendersdwould have been
prohibited if the minimum legal age for possessing any type of
firearm was 21 years. An additional 9.9% would have been
legally prohibited from firearm possession as a result of convic-
tions for serious crimes as a juvenile or for misdemeanours
involving violence, firearms, drugs or alcohol.
Nearly one in five offenders was <18-years-old at the time

they were sentenced for the current offence; 41.9% were less
than age 21 when sentenced. An even greater proportion would

Table 2 Firearm prohibition status of state prison inmates incarcerated for offence committed with
firearm in 13 states (n¼253)

n (%)

May possess even under stricter standards 78 (30.8)

No prior arrests or convictions and offender age $21 years 28 (11.1)

Prior arrests but no convictions and offender age $21 years 34 (13.4)

Prior non-disqualifying misdemeanour convictions, and no convictions
for serious juvenile offence, and offender age $21 years

16 (6.3)

Prohibited under current state or federal laws 102 (40.3)

Prior adult ($18 years) felony conviction(s) or dishonourable discharge 69 (27.3)

Offender age <18 years at sentencing and used handgun in current offence 33 (13.0)

Would be prohibited only under stricter standards* 73 (28.9)

Handgun offender age 18e20 years at sentencing for current offence 43 (17.0)

Long gun offender age 1e20 years at sentencing for current offence 17 (6.7)

Prior conviction for serious juvenile offence 13 (5.1)

Prior conviction for firearms or violent misdemeanour 9 (3.6)

Prior conviction for 2+ drug misdemeanours 2 (0.8)

Prior conviction for 2+ alcohol misdemeanours 1 (0.4)

*These subcategories are not mutually exclusive.
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have fallen into the <18 group if we had data on offenders’ age
at the time the offence occurred rather than age at incarceration.
These findings underscore the importance of minimum-age
restrictions for firearms possession and disqualifications for
serious offences committed as juveniles, even if the duration of
these disqualifications is limited.

It is also important to consider the political feasibility of any
new restrictions on access to firearms. In a 1998 survey, a large
majority of respondentsdincluding the majority of gun
ownersdfavoured laws that would restrict guns from various
categories of misdemeanants including assault and battery
without a lethal weapon or serious injury, driving under the
influence of alcohol, and carrying a concealed weapon without
a permit.26 Although public support was strong for a variety of
firearm laws, firearm restrictions based on criminal history may
be among the most politically feasible.23 27 Each firearm policy
considered in this study is currently law in at least some states.

Although setting appropriate standards for legal firearm
ownership is important, it is equally important to make sure that
databases used to screen gun purchasers and ascertain legal status
for gun possession are up-to-date so that prohibited individuals
can be identified. For example, juvenile convictions must be
recorded in an accessible database so that they are picked up in
background checks in order for prohibitions for serious offences
committed as a juvenile to be useful in restricting the legal
purchase and possession of firearms in this high-risk group.

Relatively few offenders purchased their guns directly from
licensed firearms dealers. Only 3.9% of individuals disqualified
based on current federal or state prohibitions and 3.8% who
were <21-years-old at the time of their incarceration obtained
their gun from a licensed firearms dealer. Presumably most, if not
all, of these prohibited individuals purchased their firearm prior
to becoming a prohibited person. Among individuals who
appeared to be legally qualified to purchase firearms, only one in
five (19.9%) obtained their firearm directly from a licensed
firearm dealer, perhaps to avoid having their firearms trans-
actions recorded and therefore traceable to the purchaser. Given
offenders’ preferences for new firearms,13 28 it is noteworthy
how criminals avoid the regulated gun market of licensed sellers
and prefer the largely unregulated market involving unlicensed
sellers where new guns may be harder to obtain. The lack of
regulation of firearm sales by unlicensed sellers is likely to

significantly limit the government’s ability to keep firearms
from prohibited individuals.28 Requiring all gun sales to be
subject to a background check, and holding sellers accountable
for failure to do so, are policies that could address this problem.29

To our knowledge, this is the first study to use data on gun
offenders’ age and criminal histories to examine the potential
benefits of strengthening the criteria for legal firearm possession.
Nonetheless, it is subject to several limitations. The data used in
this analysis come from inmates’ self-report. As such, they share
the limitations inherent to all self-report data (eg, recall and
social desirability bias). And although the data were drawn from
a nationally-representative survey of state prison inmates, they
are not necessarily representative of state prison populations. In
addition, the 13 states in our sample may not have the same
distribution of offenders as in all 50 states. For example, the five
states with the most offenders in our sample may be more
urban, on average, than the USA as a whole. We chose states for
inclusion in the sample based on their laws in 2004, the year the
SISCF survey took place. These laws may be different from the
laws that were in effect at the time the offenders were convicted
for their prior offences, though it is rare for laws prohibiting
certain persons from owning guns, based on criminal history, to
be repealed. Moreover, we were unable to determine whether the
guns used in the current crimes were obtained in the state in
which the crime was committed. This is particularly relevant for
considering criteria for firearm purchase rather than possession.
The numbers of offenders with prior misdemeanour convic-

tions are likely undercounted because we did not have status
information about juveniles sentenced to probation nor did we
have information about persons who were convicted but not
sentenced to probation or incarceration (eg, those sentenced
only to pay a fine). It is also possible (though unlikely) that
some of the offenders with a prior felony had their gun rights
reinstated. Finally, it is also important to remember that this is
a prison population. As such, our findings may not generalise to
offenders who avoid imprisonment.
However, our sample comes from a large national survey of

state prison inmates and contains extensive information on their
prior criminal history. In addition, we have focused on the
population that is most likely to be affected by the policy
changes we considered by including only offenders who used
a firearm in their current offence.

Table 3 Source of gun used in current offence by state prison inmates incarcerated for offence committed with firearm in 13 states, by firearm
prohibition status*

Total (n[253)
Legal even under stricter
standards (n[78)

Prohibited under current
state or federal law (n[102)

Would be prohibited only
under stricter standards (n[73)

N (%) n (%) n (%) n (%)

How gun was got

Stole 8 (3.2) 0 (0) 4 (3.9) 4 (5.5)

Borrowed 44 (17.4) 12 (15.4) 17 (16.7) 15 (20.6)

Bought/traded 124 (49.0) 45 (57.7) 40 (39.2) 39 (53.4)

Given as gift 21 (8.3) 8 (10.3) 9 (8.8) 4 (5.5)

Other 23 (9.1) 4 (5.1) 13 (12.8) 6 (8.2)

Don’t know (DK)/refused 33 (13.0) 9 (11.5) 19 (18.6) 5 (6.9)

Where gun was got

Gun store or pawnshop 34 (13.4) 24 (30.8) 4 (3.9) 6 (8.2)

Gun show 1 (0.4) 0 (0) 0 (0) 1 (1.4)

Friend/family member 86 (34.0) 25 (32.1) 35 (34.3) 26 (35.6)

Street/black market 77 (30.4) 14 (18.0) 36 (35.3) 27 (37.0)

Burglary 1 (0.4) 0 (0) 1 (1.0) 0 (0)

Other 21 (8.3) 6 (7.7) 8 (7.8) 7 (9.6)

DK/refused/skippedy 33 (13.0) 9 (11.5) 18 (17.7) 6 (8.2)

*If inmate used more than one gun in current offence, response pertains to the most recently acquired gun.
yRespondents who refused to disclose how they got the gun were not subsequently asked where they got it.
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Our findings indicate that stricter gun ownership laws in
states with the lowest standards would have made firearm
possession illegal for many who used a gun to commit a crime.
We are uncertain about the degree to which stricter legal stan-
dards for firearm possession might deter criminal gun possession
and use. But, adding barriers for the acquisition of guns by
high-risk persons is an underused potential intervention.
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What is already known on the subject

< Guns in the hands of high-risk individuals present a serious
threat to public safety.

< Among high-income countries, the USA is unique in its
extraordinarily high rate of firearm homicides.

< US federal law establishes minimum criteria for who may
legally purchase and possess firearms; state laws vary widely
in this regard.

What this study adds

< This study is the first to use data on incarcerated gun
offenders’ age and criminal histories to examine the potential
benefits from strengthening the criteria for legal firearm
possession.

< Nearly three of every 10 gun offenders in the 13 US states
with the least stringent criteria for legal gun ownership would
have been prohibited from purchasing or possessing a firearm
when they committed their most recent offence if their states
had more restrictive laws in place.

< Offenders for whom access to firearms was legal under
current standards were five times more likely to have obtained
their gun from a gun store or pawnshop than were offenders
who were prohibited under current state or federal law.
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abstractBACKGROUND: Firearms are the second leading cause of pediatric death in the United States. There
is significant variation in firearm legislation at the state level. Recently, 3 state laws were
associated with a reduction in overall deaths from firearms: universal background checks for
firearm purchases, universal background checks for ammunition purchases, and identification
requirement for firearms. We sought to determine if stricter firearm legislation at the state
level is associated with lower pediatric firearm-related mortality.

METHODS: This was a cross-sectional study in which we used 2011–2015 Web-based Injury
Statistics Query and Reporting System and Census data. We measured the association of the
(1) strictness of firearm legislation (gun law score) and (2) presence of the 3 aforementioned
gun laws with pediatric firearm-related mortality. We performed negative binomial regression
accounting for differences in state-level characteristics (population-based race and ethnicity,
education, income, and gun ownership) to derive mortality rate ratios associated with a
10-point change in each predictor and predicted mortality rates.

RESULTS: A total of 21 241 children died of firearm-related injuries during the 5-year period.
States with stricter gun laws had lower rates of firearm-related pediatric mortality (adjusted
incident rate ratio 0.96 [0.93–0.99]). States with laws requiring universal background checks
for firearm purchase in effect for $5 years had lower pediatric firearm-related mortality rates
(adjusted incident rate ratio 0.65 [0.46–0.90]).

CONCLUSIONS: In this 5-year analysis, states with stricter gun laws and laws requiring universal
background checks for firearm purchase had lower firearm-related pediatric mortality rates.
These findings support the need for further investigation to understand the impact of firearm
legislation on pediatric mortality.

WHAT’S KNOWN ON THIS SUBJECT: Firearm-related
injuries are the second leading cause of pediatric
death in the United States, yet there is significant
variation in firearm legislation at the state level.

WHAT THIS STUDY ADDS: States with stricter firearm
legislation, specifically legislation regarding universal
background checks for firearms, had lower firearm-
related mortality rates in children.
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Firearm injury is the second leading
cause of traumatic death and the third
leading cause of death overall among
children in the United States.1 The
United States has the highest rate of
firearm-related injuries in children
relative to other industrialized
countries.1,2 Of note, ∼7 US children
die of firearm-related injuries daily.3

When compared with other high-
income countries, the United States
has the highest rate of gun ownership,
the weakest gun laws, and the highest
rate of firearm-related deaths in
children.4–6 Firearm legislation varies
at the state level and regulations
differ with respect to the presence or
absence of laws for firearm purchase,
ownership, and carriage.7 Each year,
the Brady Campaign to Prevent Gun
Violence gathers an expert panel to
objectively assess and rate state
firearm legislation on the basis of
a series of 33 different gun policies.8

Additionally, authors of a recent study
found 3 state laws in particular to be
strongly associated with a reduction
in firearm-related deaths among
children and adults combined:
universal background checks for
firearm purchase, universal
background checks for ammunition
purchase, and identification
requirement for firearms.9

Authors of several previous studies
have described lower rates of
pediatric suicide, homicide, firearm
carriage, and firearm-related
morbidity in states with strict gun
laws.10–15 We performed this study to
test the hypothesis that stricter
firearm legislation at the state level is
associated with lower pediatric
firearm-related mortality rates.

METHODS

Study Design and Data Source

This was a repeated cross-sectional
study using the 2011–2015 Web-
based Injury Statistics Query and
Reporting System (WISQARS).
WISQARS is a publicly available,

interactive, online, de-identified
database that provides fatal injury
data in the United States from the
Centers for Disease Control and
Prevention by broad demographic
characteristics and cause of injury.3

These data were used to select
firearm-related deaths per year for
those aged #21 years by state, except
in states with ,10 annual firearm-
related deaths where the counts were
suppressed. These data were matched
to comparable state population data
for all children aged #21 years.
Although the intent of injury may
differ across the pediatric age group,
we chose to focus this study across
the entire pediatric age spectrum
because the primary purpose
of this analysis was to measure the
relationship between
a comprehensive score of state-based
firearm legislation (which may impact
children from infancy through young
adulthood) and firearm-related
mortality. This study was exempt
from institutional review board
approval because of the use of
publicly available de-identified data.

Outcome Variable

The primary outcome was firearm-
related mortality rate in children.
Deaths were identified by using
International Classification of
Diseases, 10th Revision codes
W32–W34, X72–X74, X93–X95,
Y22–Y24, Y35.0, and *U01.4 to specify
firearm-related mortality. State-
specific firearm-related mortality
rates were calculated by using
respective US 2011–2015
census data.

Exposure Variables

The primary exposure variable was
gun law score based on the
2011–2015 Gun Law Scorecards
from the Brady Campaign to Prevent
Gun Violence. States can receive
a maximum of 100 points, based
on points awarded for having
consistently strong laws. The higher
the state gun law score, the stricter
the firearm legislation. In 2013, states

began losing points for laws
considered to weaken public safety.
Because states could lose points,
negative scores were possible.8 To
facilitate statistical modeling, scores
were inflated by a constant of 40 to
prevent negative values while
preserving the original scale.

Secondary exposure variables
included individual laws previously
associated with lower mortality rates
in the total population of adults and
children. These included the
following 3 laws: (1) universal
background checks for firearm
purchase, (2) universal background
checks for ammunition purchase, and
(3) identification requirement for
firearms (microstamping, ballistic
fingerprinting).9 States were
categorized into the following groups
on the basis of 2015 laws: states
having no law, law in effect for
,5 years, or law in effect for
$5 years.16,17

Confounding Variables

We used the following state-level
data from the 2011–2015 US Census
to adjust for characteristics
previously associated with firearm-
related mortality: population-based
race and ethnicity proportions,
percent of the population with college
education, and percent of the
population living below the poverty
threshold.2,4,18–20 We adjusted for
gun ownership using 2013 data from
YouGov, an Internet-based market
research company, as reported in
a study by Kalesan et al.21 States were
dichotomized as having low or high
gun ownership on the basis of the
median value of the percentage of gun
ownership.

Data Analysis

We used standard descriptive
statistics to summarize the
characteristics of the study
population and calculate the overall
and state-level firearm-related
mortality per 100 000 US children.
After determining that the data were
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too dispersed for Poisson modeling,
we used negative binomial multiple
regression models to measure the
associations of state gun law scores
(primary exposure variable) and the
presence of the 3 aforementioned
laws (secondary exposure variables)
with firearm-related mortality rates
among children. Four separate
models incorporated population-level
adjustments for state-level
proportions by race and ethnicity,
education level, household income,
and gun ownership. Variance
estimates were adjusted to account
for clustering by state across the
study years.

Because states with ,10 firearm-
related deaths among children had
suppressed mortality rates, we
performed a sensitivity analysis using
the mean number of firearm-related
deaths over the 5-year study period
to estimate an annual mortality rate
for states with suppressed data. We
compared these results with our
primary analysis to assess the
robustness of our results. We report
incident (mortality) rate ratios (IRRs)
and predicted mortality rates with
95% confidence intervals (CIs). We
used the “margins” command in Stata
version 12.0 (Stata Corp, College
Station, TX) to derive predicted
mortality rates associated with a
10-point change in the gun law score
or in the proportion by race and
ethnicity, education level, poverty
level, and gun ownership. Similarly,
when measuring the impact of the 3
aforementioned laws, we separately
calculated predicted mortality rates
for states that did not have the law
present, states that had the law in
effect for ,5 years, and states that
had the law in effect for $5 years.

RESULTS

From 2011 through 2015, there
were 21 241 firearm-related deaths
among US children reported in
WISQARS (∼4250 deaths per year).
This translates to an annual

firearm-related mortality rate of 4.65
per 100 000 US children. The
majority of firearm-related deaths
were assault related (61.6%) and
occurred among males (87.3%) and
18- to 21-year-old individuals
(68.7%) (Table 1).

State-specific mortality rates ranged
from 1.1 to 18.1 per 100 000 children.
State gun law scores ranged from
239 to 181, and after scaling, 1 to
121, with higher scores indicating
stricter gun laws. Gun ownership
ranged from 5.2% to 61.7% (median
value: 32.2%).

In unadjusted analysis, the
association between the gun law
score and pediatric firearm-related
mortality demonstrated that for every
10-point increase in the gun law
score (eg, stricter firearm legislation),
the firearm-related mortality rate
among children decreased by 8%
(IRR 0.92 [95% CI 0.89–0.96]).
Sensitivity analysis, in which we used
the mean mortality rate over the 5-
year period as the annual mortality
rate for states that had suppressed
mortality data (DE, HI, ME, NH, RI, SD,
VT, and WY), revealed similar results
(IRR 0.92 [95% CI 0.88–0.96]).

Table 2 reveals the results of the fully
adjusted model. In this fully adjusted
model, every 10-point increase in gun
law score decreases the firearm-
related mortality rate in children by
4% (adjusted incident rate ratio
[aIRR] 0.96 [95% CI 0.93–0.99]).
Figure 1 illustrates the relationship
between the gun law score and
firearm-related mortality in children
after population-level adjustments by
race and ethnicity, education level,
household income, and gun
ownership. As illustrated in Fig 1,
predicted firearm-related mortality
decreases as firearm laws get
stronger.

Table 3 reveals the relationship
between specific laws and firearm-
related mortality in children. A
summary of the presence of these
laws by state can be found in the
Supplemental Information. In 2015, 7
states had laws requiring universal
background checks for firearm
purchases that had been in effect for
$5 years, 5 states had these laws for
,5 years, and 38 states did not have
such laws. After population-level
adjustments, states that had these
laws in effect for $5 years had

TABLE 1 Characteristics of Study Population, 2011–2015

Demographic N (%) (Total
N = 21 241)

Rate of Firearm-Related Mortality per 100 000
US Children

Age group, y
#12 1141 (5.4) 0.4
13–17 5517 (26.0) 5.3
18–21 14 583 (68.7) 16.5

Sex
Male 18 544 (87.3) 7.9
Female 2697 (12.7) 1.2

Race
White 11 133 (52.4) 3.2
African American 9471 (44.6) 12.4
Other 637 (3.0) 1.8

Hispanic ethnicity
Yes 3407 (16.0) 3.2
No 17 786 (83.7) 5.1
Unknown 48 (0.2) —

Intent
Assault 13 082 (61.6) 2.9
Suicide 7217 (40.0) 1.6
Unintentional 696 (3.3) 0.2
Undetermined 251 (1.2) 0.1

—, not applicable.
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a predicted mortality rate of 3.80
(2.67–4.94) per 100 000 children
compared with 5.88 (5.25–6.52) per
100 000 children in states that did
not have such laws (aIRR 0.65 [95%
CI 0.46–0.90]). The majority of states
(n = 47) did not have laws requiring
universal background checks for
ammunition purchases in 2015. After
population-level adjustment, the 1
state that had laws regarding
universal background checks for
ammunition purchase in effect for
,5 years had a lower firearm-related
mortality rate than states that did not
have such laws (aIRR 2.18 [CI
0.52–3.84] per 100 000 children
compared with aIRR 5.69 [CI
5.17–6.22] per 100 000 children;

aIRR 0.38 [CI 0.19–0.82]); however,
this association was not significant
when compared with the 2 states that
had such laws for $5 years. Only 2
states had laws requiring firearm
identification in 2015, and there was
no statistically significant difference
in mortality rates between the 2
states that had these laws versus the
states that did not.

DISCUSSION

This study supports the hypothesis
that states with stricter firearm-
related legislation have lower rates of
pediatric firearm-related deaths
compared with states with less strict
firearm legislation. This association

persists after adjustment for gun
ownership and other
sociodemographic variables. We
found that of the 21 241 children who
died of firearm-related injuries from
2011 through 2015, rates of firearm-
related death were lower in states
that had higher (more strict) gun law
scores and in states that had laws
requiring universal background
checks for firearm purchases.

Our findings reveal an important
association between firearm
legislation and pediatric firearm-
related mortality. This association
was strong even after adjustment for
rates of gun ownership. These data
suggest that strict firearm legislation
may be protective of children even in
areas of high gun ownership.

Our results are consistent with
previous studies that revealed lower
rates of firearm-related injury in
states with stricter firearm laws in
a hospitalized population.13,18 Safavi
et al13 found lower pediatric
hospitalization rates in states with
stricter firearm legislation. Simonetti
et al18 demonstrated that stricter
firearm legislation is associated with
lower hospital discharge rates for
firearm-related injuries in a combined
adult and pediatric population in 18
states. Similarly, authors of other
studies have observed an association
between firearm-related mortality
and strictness of firearm legislation
or specific firearms laws across 50
states.9,19,22 For instance, Fleegler
et al22 demonstrated that states with
more firearm laws had lower rates of
firearm fatalities in a population of
adults and children. In an exhaustive
review of the literature, Lee et al19

found that stronger gun policies were
associated with lower rates of firearm
homicide in the United States.
Furthermore, authors of a 2015
international review of 130 studies
concluded that the implementation of
firearm restrictions is associated with
reductions in firearm deaths in the
combined population of adults and
children.23

TABLE 2 Association of State Gun Law Scores With Firearm-Related Mortality Rates, 2011–2015

aIRR (95% CI)a

Gun law score 0.96 (0.93–0.99)b

High gun ownership (referent = low gun ownership) 0.96 (0.83–1.12)
Percent of population with African American race 1.16 (1.07–1.25)b

Percent of population with Hispanic ethnicity 0.98 (0.91–1.05)
Percent of population with a college education 0.72 (0.57–0.90)b

Percent of population living below the poverty level 0.79 (0.51–1.22)

a For every 10-point increase in the gun law score (eg, stricter firearm legislation), the firearm-related mortality rate
among children decreases by 4%.
b Statistical significance at P value ,.05; adjusted for year and clustered by state.

FIGURE 1
Gun law score and predicted pediatric firearm-related mortality rates, 2011–2015.
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In general, firearm legislation impacts
overall mortality in adults; states with
higher numbers of laws regulating
firearms have lower rates of overall
firearm mortality as well as fewer
suicides and homicides than states
with fewer total laws.22 Additionally,
laws enforcing strict waiting periods
before firearm purchases, universal
background checks, restrictions to
carrying guns in public, and
mandated gun locks were associated
with lower adult suicides.24 Studies
such as these suggest that specific
laws may have particular efficacy in
preventing firearm mortality. Kalesan
et al9 studied 25 different regulations
related to firearms and found that 3
laws were associated with a decrease
in overall firearm mortality: universal
background checks for firearm
purchases, background checks for
ammunition purchases, and
a requirement of identification on the
firearm (microstamping or ballistic
fingerprinting). In our study, which
was specific to children, we found
that states with laws requiring
universal background checks for
firearm purchases had lower firearm-
related mortality. The presence of
these laws was associated with
a .35% lower rate of firearm-related
mortality, even after adjustment for
socioeconomic factors and gun
ownership. Few states had laws

regarding background checks for
ammunition purchases or
identification requirements for
firearms; therefore, the sample was
too small to draw conclusions on the
impact. Furthermore, laws regarding
firearm identification faced
challenges at the state level in both
California and Maryland. In 2013,
California expanded its firearm
identification laws and was the first
state to pass a microstamping
requirement for all new handguns.
However, the law faced multiple legal
challenges, and gun manufacturers
refused to sell new handguns in the
state to avoid this requirement.
Additionally, in Maryland, a ballistics
fingerprinting program that had been
in place for almost 15 years was
repealed in 2015.17 Therefore, it may
be too early to study the impact of
microstamping or ballistics
identification on preventing firearm-
related injury.

Although many state and federal laws
are passed with the intent to reduce
firearm-related morbidity and
mortality, the nuances of differential
implementation can make it difficult
to elucidate the effectiveness of these
laws individually or as a whole. In
previous studies, mostly focused on
the general population rather than
specifically on children, authors have

suggested that there are lower
firearm-related deaths in states with
lower gun ownership25,26 in states
with specific laws on safer firearm
storage practices,20,27–29 and in states
with background check requirements
for firearm or ammunition purchase.9,19

Alternatively, authors of other
studies have used composite scores,
such as the gun law score, to measure
differences in firearm-related injury
and mortality. In these studies,
authors found lower rates of firearm-
related injury and death in states
with more restrictive firearm
legislation.13,18,22 However, these
studies were limited to either
a hospitalized population or
a population consisting of both adults
and children. We used a combined
approach in our study in which we
evaluated the association of firearm-
related mortality among children
with strictness of firearm legislation
using the gun law score as well as the
presence of the 3 laws previously
noted by Kalesan et al9 to be
associated with lower rates of firearm
mortality across all ages. We also
studied these trends over a 5-year
study period rather than limiting our
analysis to just 1 year. In addition, we
were able to assess the impact of
firearm legislation after adjustment
for gun ownership.

Evidence-based policy to
drive legislative change suggests
that a combination of laws may
be the most effective to reduce
firearm-related injury and
death. Moreover, the American
Academy of Pediatrics affirms that
the most effective method for
preventing pediatric firearm-related
injuries is a multilateral approach,
advocating for legislation that
reduces firearm availability and
imposes stricter requirements
regarding child access, safety, and
design.2 This approach requires more
detailed data sources with
information on the acquisition of
firearms, types of firearms, and
enforcement of firearm laws.

TABLE 3 Specific Firearm Legislation in 2015 and Pediatric Firearm-Related Mortality Rates

Law No.
States

Predicted Mortality Ratea

(95% CI)
Adjusted IRRb

(95% CI)

Universal background checks for firearm
purchase
Not present 38 5.88 (5.25–6.52) Referent
Present ,5 y 5 5.25 (3.53–6.96) 0.89 (0.63–1.27)
Present $5 y 7 3.80 (2.67–4.94) 0.65 (0.46–0.90)

Universal background checks for
ammunition purchase
Not present 47 5.69 (5.17–6.22) Referent
Present ,5 y 1 2.18 (0.52–3.84) 0.38 (0.19–0.82)
Present $5 y 2 3.65 (1.94–5.36) 0.64 (0.39–1.03)

Identification requirement for firearms
Not present 48 5.59 (5.03–6.15) Referent
Present ,5 y 0 — —

Present $5 y 2 5.89 (2.86–8.91) 1.05 (0.63–1.77)

—, not applicable.
a Per 100 000 children.
b Population-level adjustments by race and ethnicity, education level, household income, and gun ownership.
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The findings of this study build on
previous literature and help provide
compelling data that an evidence-
based, data-driven, public health
approach to firearm legislation may
be successful in reducing firearm-
related injury in children. Legislation
to decrease injury from other obvious
public health hazards, such as motor
vehicle collisions and secondhand
smoke exposure, has shown that the
adoption of restrictive laws (eg, seat
belts, use of car seats, limits on where
an individual can smoke, etc) results
in lower injury rates.30,31 For
instance, as a result of the evidence-
based approach taken to reduce
mortality from motor vehicle
collisions, motor vehicle–related
mortality rates have decreased from
9.8 per 100 000 children in 2007 to
6.1 in 2015.32 In contrast, firearm-
related crude mortality has not
changed, with 5.4 per 100 000
children in 2007 to 5.2 in 2015.32

Thus, an evidence-driven approach,
based on more comprehensive data
sources, is needed to inform decision-
making to reduce childhood injury
and death from firearms.

There are several potential
limitations to this study. First,
because this is a repeated cross-
sectional study, we are unable to
establish causality between the
strictness of firearm legislation and
state-based mortality. However, given
that the study was conducted over

a 5-year period, we believe this adds
to the robustness of our findings.
Second, the Gun Law Scorecard is not
a validated measure of strictness of
firearm legislation. However, many
studies have used the Gun Law
Scorecard to assess “strictness” of
firearm legislation at the state
level.10,13,18,33 We are unaware of
any validated scoring system
for firearm legislation, but given the
comprehensiveness of the Gun Law
Scorecard and its use in published
literature, it is a reasonable means to
compare levels of firearm strictness.
Third, we used the 2013 YouGov
survey to estimate gun ownership in
our models. Although this survey
provides the most recent estimate of
gun ownership in the United States, it
is possible that this estimate is
inaccurate. Nevertheless, it likely
reflects relative patterns in gun
ownership because its estimates
approximate those derived from the
Centers for Disease Control and
Prevention 2002 Behavioral Risk
Factor Surveillance System and has
been used in previously published
studies.9,34 Furthermore, although we
assessed the presence or absence of
certain firearm legislation, we were
unable to assess the effectiveness of
the enforcement of these laws. In
addition, when the presence of
specific gun laws was evaluated, the
effect of other coexistent laws was
not adjusted for in the multivariable

model. Lastly, these analyses were
limited strictly to firearm-related
deaths rather than firearm-related
injuries, which underestimates the
burden of firearm-related morbidity
among children.

CONCLUSIONS

We found that states with stricter
firearm legislation had lower rates of
firearm-related death in children.
This association remained after
population-based adjustment for
sociodemographic factors and gun
ownership. Furthermore, states with
laws requiring universal background
checks for firearm purchase also had
lower rates of pediatric firearm-
related deaths. These results support
the need for more robust research
related to the impact of firearm
legislation on firearm-related
injury and death in children.
Implementation of evidence-based
policies and legislation is required to
reduce firearm-related injury in
children.

ABBREVIATIONS

aIRR: adjusted incident rate ratio
CI: confidence interval
IRR: incident rate ratio
WISQARS: Web-based Injury

Statistics Query and
Reporting System

FINANCIAL DISCLOSURE: The authors have indicated they have no financial relationships relevant to this article to disclose.

FUNDING: No external funding.

POTENTIAL CONFLICT OF INTEREST: The authors have indicated they have no potential conflicts of interest to disclose.

COMPANION PAPER: A companion to this article can be found online at www.pediatrics.org/cgi/doi/10.1542/peds.2019-1300.

REFERENCES

1. Cunningham RM, Walton MA,
Carter PM. The major causes
of death in children and
adolescents in the United States.
N Engl J Med. 2018;379(25):
2468–2475

2. Dowd MD, Sege RD; Council on Injury,
Violence, and Poison Prevention
Executive Committee; American
Academy of Pediatrics. Firearm-related
injuries affecting the pediatric
population. Pediatrics. 2012;130(5).

Available at: www.pediatrics.org/cgi/

content/full/130/5/e1416

3. Centers for Disease Control and

Prevention. Injury prevention & control:

data and statistics (WISQARS). Available

6 GOYAL et al



at: www.cdc.gov/injury/wisqars/index.
html. Accessed August 6, 2016

4. Richardson EG, Hemenway D. Homicide,
suicide, and unintentional firearm
fatality: comparing the United States
with other high-income countries, 2003.
J Trauma. 2011;70(1):238–243

5. Hemenway D, Miller M. Firearm
availability and homicide rates across
26 high-income countries. J Trauma.
2000;49(6):985–988

6. Naghavi M, Marczak LB, Kutz M, et al;
Global Burden of Disease 2016 Injury
Collaborators. Global mortality from
firearms, 1990-2016. JAMA. 2018;320(8):
792–814

7. Siegel M, Pahn M, Xuan Z, et al. Firearm-
related laws in all 50 US states, 1991-
2016. Am J Public Health. 2017;107(7):
1122–1129

8. Law Center to Prevent Gun Violence.
2015 gun law state scorecard. 2015.
Available at: https://lawcenter.giffords.
org/scorecard2015/. Accessed August 5,
2017

9. Kalesan B, Mobily ME, Keiser O, Fagan
JA, Galea S. Firearm legislation and
firearm mortality in the USA: a cross-
sectional, state-level study. Lancet.
2016;387(10030):1847–1855

10. Xuan Z, Hemenway D. State gun law
environment and youth gun carrying in
the United States. JAMA Pediatr. 2015;
169(11):1024–1031

11. Webster DW, Vernick JS, Zeoli AM,
Manganello JA. Association between
youth-focused firearm laws and youth
suicides. JAMA. 2004;292(5):594–601

12. Webster DW, Starnes M. Reexamining
the association between child access
prevention gun laws and unintentional
shooting deaths of children. Pediatrics.
2000;106(6):1466–1469

13. Safavi A, Rhee P, Pandit V, et al. Children
are safer in states with strict firearm
laws: a National Inpatient Sample study.
J Trauma Acute Care Surg. 2014;76(1):
146–150; discussion 150–151

14. Hepburn L, Azrael D, Miller M,
Hemenway D. The effect of child access
prevention laws on unintentional child
firearm fatalities, 1979-2000. J Trauma.
2006;61(2):423–428

15. Lee J, Moriarty KP, Tashjian DB,
Patterson LA. Guns and states: pediatric

firearm injury. J Trauma Acute Care
Surg. 2013;75(1):50–53; discussion 53

16. McClenathan J, Pahn M, Siegel M. The
Changing Landscape of U.S. Gun Policy:
State Firearm Arms, 1991-2016. Boston,
MA: Boston University School of Public
Health; 2016. Available at: https://www.
statefirearmlaws.org/sites/default/
files/2017-12/report_0.pdf. Accessed
March 25, 2019

17. Giffords Law Center to Prevent Gun
Violence. Microstamping & ballistics.
Available at: https://lawcenter.giffords.
org/gun-laws/policy-areas/crime-guns/
microstamping-ballistics/. Accessed
March 25, 2019

18. Simonetti JA, Rowhani-Rahbar A, Mills
B, Young B, Rivara FP. State firearm
legislation and nonfatal firearm
injuries. Am J Public Health. 2015;
105(8):1703–1709

19. Lee LK, Fleegler EW, Farrell C, et al.
Firearm laws and firearm homicides:
a systematic review. JAMA Intern Med.
2017;177(1):106–119

20. Kellermann AL, Rivara FP, Somes G,
et al. Suicide in the home in relation to
gun ownership. N Engl J Med. 1992;
327(7):467–472

21. Kalesan B, Villarreal MD, Keyes KM,
Galea S. Gun ownership and social gun
culture. Inj Prev. 2016;22(3):216–220

22. Fleegler EW, Lee LK, Monuteaux MC,
Hemenway D, Mannix R. Firearm
legislation and firearm-related fatalities
in the United States. JAMA Intern Med.
2013;173(9):732–740

23. Santaella-Tenorio J, Cerdá M, Villaveces
A, Galea S. What do we know about the
association between firearm legislation
and firearm-related injuries?
[published correction appears in
Epidemiol Rev. 2017;39(1):171–172].
Epidemiol Rev. 2016;38(1):140–157

24. Anestis MD, Anestis JC. Suicide rates
and state laws regulating access and
exposure to handguns. Am J Public
Health. 2015;105(10):2049–2058

25. Miller M, Lippmann SJ, Azrael D,
Hemenway D. Household firearm
ownership and rates of suicide across
the 50 United States. J Trauma. 2007;
62(4):1029–1034; discussion 1034–1035

26. Miller M, Azrael D, Hemenway D. Rates
of household firearm ownership and

homicide across US regions and states,
1988-1997. Am J Public Health. 2002;
92(12):1988–1993

27. Grossman DC, Mueller BA, Riedy C, et al.
Gun storage practices and risk of youth
suicide and unintentional firearm
injuries. JAMA. 2005;293(6):707–714

28. Shenassa ED, Rogers ML, Spalding KL,
Roberts MB. Safer storage of firearms
at home and risk of suicide: a study of
protective factors in a nationally
representative sample. J Epidemiol
Community Health. 2004;58(10):841–848

29. Anglemyer A, Horvath T, Rutherford G.
The accessibility of firearms and risk
for suicide and homicide victimization
among household members:
a systematic review and meta-analysis.
Ann Intern Med. 2014;160(2):101–110

30. Center for Disease Control and
Prevention. Child passenger safety: get
the facts. Available at: https://www.cdc.
gov/motorvehiclesafety/child_
passenger_safety/cps-factsheet.html.
Accessed May 24, 2017

31. Center for Disease Control and
Prevention. Smokefree policies improve
health. Available at: https://www.cdc.
gov/tobacco/data_statistics/fact_
sheets/secondhand_smoke/protection/
improve_health/#. Accessed May 24,
2017

32. Centers for Disease Control and
Prevention. National Center for Health
Statistics. Underlying cause of death
1999-2015 on CDC WONDER online
database, data are from the multiple
cause of death files, 1999-2015, as
compiled from data provided by the 57
vital statistics jurisdictions through the
vital statistics cooperative program.
Available at: http://wonder.cdc.gov/ucd-
icd10.html. Accessed May 24, 2017

33. Giffords Law Center to Prevent Gun
Violence. 2013 state scorecard: why gun
laws matter. Available at: https://
lawcenter.giffords.org/resources/gun-
law-scorecard/2013-state-scorecard-
why-gun-laws-matter/. Accessed May
24, 2019

34. Anestis MD, Houtsma C. The
association between gun ownership
and statewide overall suicide rates.
Suicide Life Threat Behav. 2018;48(2):
204–217

PEDIATRICS Volume 144, number 2, August 2019 7



Supplemental Information

SUPPLEMENTAL TABLE 4 States With Laws Requiring Universal Background Checks for Firearm Purchases

State Year

California 1991
Connecticut 1999
Hawaii 2006
Illinois 1991
Massachusetts 1991
New Jersey 1991
Rhode Island 1991
Colorado 2013
Delaware 2013
New York 2013
Washington 2014
Oregon 2015

SUPPLEMENTAL TABLE 5 States With Laws Requiring Universal Background Checks for Ammunition Purchases

State Year

Connecticut 2013
Illinois 1991
Massachusetts 1991

SUPPLEMENTAL TABLE 6 States With Laws Requiring Firearm Identification (Microstamping or Ballistics Fingerprinting)

State Year(s)

California 2007
Maryland 2000–2015
New York 2002–2012

ARTICLE

PEDIATRICS Volume 144, Number 2, August 2019 1



Pediatrics



Pediatrics





Firearm Legislation Stringency and Firearm-
Related Fatalities among Children in the US

Sriraman Madhavan, MS, Jordan S Taylor, MD, Julia M Chandler, MD,
Kristan L Staudenmayer, MD, FACS, Stephanie D Chao, MD, FACS

BACKGROUND: Firearm-related injuries are the second leading cause of pediatric deaths in the US. We sought
to evaluate the effectiveness of both state child access prevention (CAP) laws and gun regu-
lations on pediatric firearm mortality. We hypothesized that states with more stringent
firearm legislation had lower pediatric firearm mortality.

STUDY DESIGN: We used 2014-2015 firearm mortality data from the Web-Based Injury Statistics Query and
Reporting System, 2014 Brady scores (used to quantify stringency of state gun regulations)
and CAP laws. State-level covariates were obtained from government sources, including the
Bureau of Labor Statistics and the Department of Education. Spearman rank correlations and
linear regression were used to determine the relationship between overall pediatric firearm
mortality and gun regulations. We also examined the relationship between gun regulations
and firearm-related homicides and suicides.

RESULTS: Annually, there were approximately 2,715 pediatric firearm fatalities among children; 62.1%
were homicides and 31.4% suicides. There was a moderate negative correlation between states’
firearm legislation stringency and overall pediatric firearm mortality (r ¼ �0.66; p < 0.001),
and between CAP laws and firearm suicide rates (r¼�0.56; p< 0.001). After controlling for
poverty, unemployment, substance abuse, and the number of registered firearms, the association
between firearm legislation stringency and overall pediatric firearm mortality remained signif-
icant (p ¼ 0.04). The association between CAP laws and firearm suicide rate remained signif-
icant after controlling for socioeconomic factors, registered firearms, and other firearm
legislation (p ¼ 0.04).

CONCLUSIONS: Strict gun legislation and CAP laws are associated with fewer pediatric firearm fatalities and
firearm suicides, respectively, though no such association was identified with pediatric firearm
homicides. Although more studies are needed to determine causality, state-level legislation
could play an important role in reducing pediatric firearm-related deaths. (J Am Coll Surg
2019;229:150e157. � 2019 by the American College of Surgeons. Published by Elsevier
Inc. All rights reserved.)

Firearm-related injuries and fatalities among children are
important public health problems in the US. Mass shoot-
ings continue to occur with regrettable frequency and

dominate news headlines, serving as grim reminders of
the consequences of firearm violence on children. In
2018, there were more than 85 incidents of gunfire on
school grounds, including the especially deadly shootings
at Marjory Stoneman Douglas High School (Parkland,
FL) and Santa Fe High School (Santa Fe, TX) that left
27 dead, 27 injured, and hundreds of thousands of teens
speaking out to demand legislative change.1-3 Less well
publicized, but even more staggering, are the pediatric
lives lost each year due to suicide, homicide, or accidental
death. Firearms were the second leading cause of death
among children in the US in 2014, resulting in more pe-
diatric deaths than cancer and heart disease combined.4

Firearms contribute substantially to pediatric suicide
and homicide rates. In 2014, firearms accounted for
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71% of all homicides and 41% of all suicides among chil-
dren.5 In 2010, the combined medical and work-loss cost
for all fatal firearm injuries among children was estimated
to be more than $4.8 billion in the US.5 In addition to the
direct health and fiscal impacts of firearm injuries, there
are significant long-term psychological effects on survivors
and family members. Nearly 1 in 25 children have wit-
nessed a shooting in the past year.6

Federal and state lawmakers are responsible for legislat-
ing public policy on firearms, though the effect of these
policies on public health is often unclear and can be diffi-
cult to evaluate. Several studies have examined the associ-
ation of overall firearm-related fatalities for all ages with
state-level firearm legislation, but with varying results.
Kwon and colleagues,7 analyzing data from 1990, found
that firearm legislation might have a very mild effect on
the number of gun-related deaths, and socioeconomic var-
iables have a significant impact. In their analysis of firearm
fatalities between 2007 and 2010, Fleegler and colleagues8

found the absolute number of firearm laws in a state is
inversely correlated with firearm fatalities. Price and col-
leagues9 found a strong association between restrictiveness
of gun laws and firearm suicide, but little association with
firearm homicide. However, these studies did not focus
on the pediatric population.
Many states have enacted child-focused firearm legisla-

tion, known as child access prevention (CAP) laws
intended to keep firearms away from youth. Several
studies have examined the effect of CAP laws on uninten-
tional injury or death in children and have suggested
limited reductions in unintentional injury. These reduc-
tions have been limited largely to states that impose felony
prosecution on CAP violations.10-12 Webster and col-
leagues13 found a modest reduction in adolescent suicides
was associated with CAP laws; however, to our knowl-
edge, no studies have examined the combined effects of
CAP laws and overall state firearm legislation stringency
on pediatric firearm mortality.
Previous research on the impact of firearm laws have

focused largely on adults, or adults and children combined.
To date, the few pediatric studies completed have largely
evaluated the impact of firearm legislation on pediatric in-
juries or hospital admissions, with reference to in-hospital
mortality, but not all pediatric firearm-related fatalities. In
this article, we evaluate the association between CAP laws
and state gun regulations on firearm mortality rates among
children in 2014 and 2015. We also analyzed other state-
level factors that have previously been associated with mor-
tality, including socioeconomic variables and neighboring
states’ firearms legislation.9 We hypothesized that states
with more stringent legislation and CAP laws would

correlate with a lower incidence of firearm-related fatalities
among children.

METHODS

Firearm-related injury and mortality

Firearm-related mortality data from 2014 and 2015 for
children (ages 0 to 19 years) were accessed from the
Web-Based Injury Statistics Query and Reporting System
(WISQARS).5 The WISQARS provides injury-related
deaths and mortality rates derived from the National Vital
Statistics System maintained by the Centers for Disease
Control and Prevention National Center for Health
Statistics. The WISQARS stratifies fatalities based on
intent of injury (ie unintentional, homicide, suicide, or
undetermined), mechanism of injury (eg firearm,
drowning, or poisoning), sex, age, race/ethnicity, and state
of residence of the injured person. The WISQARS uses
the following ICD-10 codes to determine firearm-
related fatalities: W32 to W34, X72 to X74, X93 to
X95, Y22 to Y24, Y35.0, and U01.4. To prevent inadver-
tent disclosure of identifiable cases, no data are reported if
totals are <10 in tabulations for a specific geographic
region.

State legislation data

The state-level variation in overall gun legislation strin-
gency was quantified using the 2014 Brady Scorecard
(Brady score) compiled annually by the Brady Campaign
to Prevent Gun Violence since 2007.14 In brief, the Brady
score ranks 50 states based on a series of 33 gun policies,
state gun death rates, and state crime gun export rates.
Scores range from �100 for the least restrictive states
to þ100 for the most restrictive states.
We also considered state laws that are specifically

designed to protect children from accessing firearms, or
CAP laws. In 2014, the Brady score did not account for
CAP laws, so this category of laws offered a second metric
to measure child-specific gun legislation. Data on CAP
laws by state were obtained from the Giffords Law Cen-
ter, which tabulated CAP laws in effect in 2014.15 The
CAP scores (0 to 2 points) were assigned to each state,
with 1 point given for presence of laws that address chil-
dren gaining access to guns, and 1 point for any law that
requires safe storage or firearm locks for guns in a home.

State-level factors

Socioeconomic and demographic factors that have been
correlated previously with firearm-related violence9 were
included in the analysis. These variables include unemploy-
ment rates, poverty level, percent urbanization, alcohol
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dependence, tobacco and marijuana use among teens, and
high school graduation rates. Unemployment rates were ob-
tained from the 2015 US Bureau of Labor Statistics16; state
poverty rates and Supplemental Poverty Measures were
taken from the US Census Bureau.17 State public high
school graduation rates for the 2014 to 2015 school year
were obtained from the US Department of Education.18

Health-related data (alcohol use, tobacco use, andmarijuana
use) were obtained from the 2014-2015 National Surveys
onDrugUse andHealth.19 The surveys capture the percent-
age of 12- to 17-year-old individuals who have used
marijuana in the past month or have had alcohol depen-
dence in the past year, as defined by the Diagnostic and
Statistical Manual of Mental Disorders, 4th edition.20 In
2016, the Bureau of Alcohol, Tobacco, Firearms, and Ex-
plosives traced more than 60,000 firearms that were ille-
gally trafficked across state lines, and many more are
trafficked unnoticed.21 To partially account for this, we
examined the average Brady scores of neighboring states
as separate state-level factors that could influence pediat-
ric firearm mortality rates. Finally, the number of regis-
tered firearms per 100,000 children in each state was
obtained from a 2014 Alcohol, Tobacco, Firearms, and
Explosives report as a surrogate for total number of fire-
arms in each state.22

Data analysis

The primary outcomes measures were annual pediatric
firearm mortality rates, homicide rates, and suicide rates
per 100,000 children, ages 0 to 19 years. We calculated
simple descriptive statistics and performed correlation
analysis of each state-level factor against our outcomes
measures. We computed the Spearman’s r statistic to es-
timate a rank-based measure of association between the
state-level factors and the outcomes measures. Interpreta-
tion of correlation coefficients were defined by Mukaka,23

with 0 to 0.3 considered negligible, 0.3 to 0.5 (e0.3
to �0.5) considered low positive (negative) correlations,
0.5 to 0.7 (e0.5 to �0.7) considered moderate positive
(negative) correlations, and >0.7 (<�0.7) considered
high or very high positive (negative) correlations. A p
value < 0.05 was considered statistically significant.
Data analysis was performed using R (R Foundation for
Statistical Computing).
Multiple linear regression models were used to evaluate

the relationship between the outcomes measures (overall
pediatric firearm mortality rate, firearm-related homicide
rate, and firearm-related suicide rate) and state-level fac-
tors. This allowed for evaluation of the association of
firearm regulations and CAP laws with each of the out-
comes measures, relative to other independent variables
like socioeconomic factors.

RESULTS
There is considerable state-to-state variation in the strin-
gency of firearm legislation (Fig. 1). In 2014, California
had a Brady score of þ76, and Arizona had a score
of �39. The number of firearm-related fatalities among
children and teens in the US has been relatively stable
from 2008 to 2015, with an average of 2,715 victims
per year (Fig. 2), and an overall pediatric firearm mortal-
ity rate of 3.28 per 100,000 children. However, there is
significant variation in the pediatric firearm mortality
rates between states, ranging from 0.45 deaths per
100,000 in Hawaii, to 7.55 deaths per 100,000 in Alaska.
We found that an average of 62.1% of all the fatalities
were homicides, and 31.4% were suicides; the remaining
were categorized as unintentional firearm deaths, legal in-
terventions, or deaths due to undetermined intent.
In unadjusted analysis, higher state gun legislation strin-

gency (Brady score) was moderately associated with lower
rates of firearm-related deaths among children and teens
(r¼�0.66; p< 0.001) (Fig. 3). States in the highest quar-
tile of Brady scores have an annual pediatric firearm mor-
tality rate of 2.563 per 100,000 population compared
with states in the lowest quartile, where the mortality rate
is almost twice as high at 5.005 per 100,000. A low negative
association was found between CAP laws and firearm-
related death rates (r ¼ �0.31; p ¼ 0.03).
There was a moderate association between higher pedi-

atric firearm mortality rates and lower Brady scores in the
neighboring states in unadjusted analysis (r ¼ �0.50; p
< 0.001). Non-legislative factors were also significantly
associated with pediatric firearm mortality. There was a
moderately positive association between state-wide unem-
ployment and pediatric firearm homicide rates (r ¼ 0.55;
p < 0.001). Similarly, there was a moderately positive
correlation between teen tobacco use and adolescent
firearm suicide rates (r ¼ 0.50; p < 0.001). No such as-
sociation was found with marijuana use or alcohol depen-
dence and any of our outcomes measures (Fig. 4).

Figure 1. Brady scores and child access prevention (CAP) scores
for 2014; higher scores indicate stricter overall and child-specific
firearm legislation in that state, respectively.
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After controlling for socioeconomic factors (poverty,
unemployment, graduation rates, percent urbanization,
alcohol dependence, tobacco use, and marijuana use)
and number of registered firearms, the association be-
tween Brady scores and pediatric firearm mortality rates
remained significant (b ¼ �0.018; 95% CI �0.035
to �0.0006; p ¼ 0.04). In adjusted analysis, other vari-
ables that maintained a significant relationship with pedi-
atric firearm mortality rates included the state’s
unemployment rate (b ¼ 0.81; 95% CI 0.35 to 1.27; p
< 0.001) and the neighboring states’ Brady scores
(b ¼ �0.022; 95% CI �0.038 to �0.005; p ¼ 0.01).
The association between CAP laws and pediatric firearm
mortality was not significant after controlling for Brady
score and number of registered firearms.
We next evaluated the association between laws and

suicide and homicide rates separately. In unadjusted ana-
lyses, Brady scores had low negative associations with both
firearm homicide rates (r ¼ �0.42; p ¼ 0.01) and
firearm suicide rates (r ¼ �0.49; p ¼ 0.001) among chil-
dren. The presence of CAP laws was moderately associ-
ated with fewer firearm suicides among children
(r ¼ �0.56; p < 0.001). States that had a CAP score
of 2 had a pediatric firearm suicide rate of 0.633 per
year per 100,000 children, although states that lack
both access laws or laws regulating firearm storage or
lock requirements (CAP score ¼ 0) had a firearm suicide
rate of 2.573 per year per 100,000 children (Fig. 5). The
negative association between the presence of CAP laws
and firearm homicide rates was negligible.
When controlling for unemployment rates, poverty

rates, and the number of registered firearms, the correla-
tion between Brady score and firearm homicide rates

was no longer statistically significant. Similarly, the rela-
tionship between Brady score and firearm suicide rates
was not statistically significant after controlling for the
same state-level factors. However, even after controlling
for socioeconomic factors, Brady score, and number of
registered firearms, the association between presence of
CAP laws and firearm suicide rates remained significant
(b ¼ �0.22; 95% CI �0.440 to �0.003; p ¼ 0.04).

DISCUSSION
Our study found that stricter state firearm legislation as
quantified by the Brady scorecard was significantly associ-
ated with fewer firearm-related fatalities in children and
teens. The CAP laws were similarly and significantly asso-
ciated (moderate negative) with decreased firearm-related
suicide rates, but not with overall firearm-relatedmortality.
These associations remained significant after accounting
for socioeconomic factors. The Brady scorecard had low
negative associations with firearm homicide and suicide
rates individually that were not statistically significant after
accounting for socioeconomic factors. Likewise, the CAP
score had low negative and negligible associations with
overall firearm mortality and homicide rates, respectively,
which were also not significant on multivariate analysis.
This research contributes to the national dialogue on

how to address firearm-related fatalities, particularly in
children. There are more than 300 federal gun laws that
regulate the sale, transport, and possession of firearms in
the US5,24; however, there is great variability on the state
and local levels in the implementation of firearm regula-
tions and little research on the effect of these laws.
When compared with countries with similar economic

Figure 2. Pediatric firearm mortality rates in children (ages 0 to 19 years) in the US by year and
by intent, 2000-2015.
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development and political structure, the US is the most
dangerous of nations for children, with pediatric deaths
from firearm injuries as a leading contributor. Among
the 23 wealthiest developed nations, the US accounts
for approximately 30% of the overall population, but
>90% of deaths due to firearms among children aged
younger than 15 years.25 A child is 82 times more likely
to die from firearm-related injuries in the US than in
other similar nations.26 Fowler and colleagues27 estimated
nearly 19 children per day die or are treated for gunshot
wounds in the US. The US has higher rates of homicide,
suicide, and unintentional injury by firearm than any
other industrialized nation.28

To our knowledge, this is the first study to examine the
relationship between firearm legislation stringency and
pediatric firearm fatalities using both overall stringency
and child-specific legislation. To date, a few studies
have examined firearm legislation stringency and pediatric

firearm injuries. Safavi and colleagues29 dichotomized
states into strict firearm law states or non-strict firearm
law states, based on child-specific legislation using Brady
Campaign data and data pulled from individual state
resources. Their group found that non-strict states had a
higher mean firearm injury rate per 1,000 pediatric
trauma patients. Non-strict states in their analyses
increased the mean firearm injury rate by 3.75 compared
with strict firearm law states. Tashiro and colleagues30

compared legislative stringency with inpatient pediatric
hospital admissions. Using Brady scores to classify states
as either lenient or strict, they found that more hospital
admissions due to firearm-related injuries occurred in
lenient states. They identified an overall pediatric in-
hospital mortality of 7% from firearm injuries during
their study period. Propensity score-matched analysis
found mortality was higher in lenient states (7.5%) vs
strict states (6.5%). Our study findings of a moderate
negative correlation between pediatric fatality and
increased legislative stringency are consistent with these
previously noted overall trends in pediatric firearm-
related injuries. We note that when firearm legislation is
treated as a continuous variable, rather than dichotomous,
there is a dose-dependent correlation: states with more
stringent firearm legislation are associated with decreased
pediatric firearm mortality. We found the states with the
least stringent laws had an annual pediatric firearm mor-
tality rate twice that of states with the most stringent laws.
Additionally, we found suggestion that the cumulative
stringency of laws of neighboring states might have a
similar relationship, as exhibited by the low negative cor-
relation with pediatric firearm mortality.
Of note, studies examining the effect of legislative strin-

gency on firearm injuries have found the most common
mechanism of injury is typically assault, followed by acci-
dental or undetermined, and trailed distantly by self-

Figure 3. Relationship between Brady score (2014) and firearm-
related mortality rate by state and region.

Figure 4. State-level factors and their correlation with the outcome measures. Spearman’s rank
correlation coefficient (r) and p values are given for the primary end point, overall pediatric
firearm mortality. All variables treated as continuous. Child access prevention (CAP) scores hold
values of 0, 1, or 2. Tobacco use and marijuana use reflect percentage of survey respondents
who indicated use within the last 30 days; participants were 12 to 17 years old.
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inflicted/suicide, with suicide typically accounting for just
3% of the cohorts.30,31 Consequently, many studies have
focused on the effect of firearms legislation on uninten-
tional injury.11,12 In our study, we found that suicides
accounted for 31.4% of national pediatric firearm fatal-
ities. The leading cause of fatality remains assault. This
underscores the lethality of firearms when the intent is
to cause harm. The case-fatality rate (ie proportion of
cases resulting in death) is highest for suicides. Fowler
and colleagues27 reported that from 2012 to 2014, average
annual case fatality rate was 74% for firearm-related sui-
cides, 14% for firearm-related assault, and 6% for unin-
tentional firearm injuries. In unadjusted analyses, we
found that higher Brady scores and CAP laws were nega-
tively associated (moderate-strength correlation) with
fewer firearm-related suicide deaths. States without CAP
laws had a 4-fold higher firearm-related suicide rates
compared with states with the most extensive CAP laws
(CAP score ¼ 2). This association remained significant,
even after accounting for potential confounders, such as
gun ownership rates.
The use of firearms has consistently been one of the

most common methods for suicide in adolescents in the
US, accounting for 42.6% of adolescent suicides from
2000 to 2016.5 Numerous case-control studies have
demonstrated that the presence of firearms in the home
substantially increases the risk of adolescent suicide.32-34

A separate case-control study in 2005 found that safe
gun storage practices are associated with a decreased risk
of teen suicide and unintentional firearm injuries.35 Our
analysis found only a low negative association between
overall state firearm legislation stringency and suicide;
however, CAP laws were more significantly associated
(moderate correlation) with decreased suicide rates, sug-
gesting that they can play an important role in reducing
pediatric firearm suicide. Firearm storage and lock re-
quirements can provide enough of a barrier to adolescents

who are contemplating suicide, which is often an impul-
sive decision in this age group. Studies have demonstrated
that teens who attempt suicide deliberate for as few as 10
minutes or less.36,37 Preventing access to lethal means like
firearms, even without adapting broader firearm legisla-
tion, can help reduce pediatric suicide rates across the
country.
Between 2002 and 2007, there was a 17% increase in

firearm homicide rates among children; from 2007 to
2014, there was a 60% increase in child firearm suicide
rates.27 Although we did find a significant association
(moderate negative correlation) between firearm legisla-
tion stringency and overall pediatric mortality after ac-
counting for socioeconomic factors, the correlation did
not remain significant when considering homicide deaths
alone. The CAP scores similarly had a negligible associa-
tion with pediatric firearm homicide rates that was not
statistically significant. Firearm homicide rates, however,
are thought to be multifactorial and more closely associ-
ated with socioeconomic variables. Price and colleagues9

found that firearm legislation was associated with only
10% of the variation in homicide rates; the majority of
the variation was ascribed to firearm ownership rates
and socioeconomic factors. Other studies have noted sig-
nificant variations in pediatric firearm homicide rates
associated with racial disparities, drug and alcohol abuse,
and poverty.38,39 Our study similarly found many socio-
economic variables, including unemployment rates,
percent urbanization, poverty rates, and teen tobacco
use, were associated with firearm homicide rates in unad-
justed analysis. Firearm-related homicide in children re-
mains a complex, multifaceted problem. Given the
recent trends, more research is needed to identify mean-
ingful ways to reduce firearm-related homicides among
children.
There are several limitations to this study. As we evalu-

ated only state-level information, these results are not

Figure 5. Firearm suicide rates by presence of any child access prevention law (ie laws imposing criminal liability
when a minor child gains access to a firearm, laws preventing people from providing firearms to minors, and safe
storage requirements that apply to all firearms) and safe storage or gun lock requirements (ie laws concerning
locking devices or storage in certain circumstances, or with certain types of guns). Five states (CA, CT, MD, MA,
NY) have state-mandated standards for locking devices.
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generalizable at the individual person level. Our study
examined a limited time period, and a longitudinal study
can provide additional details about important time trends
and draw stronger conclusions on the effect of firearm legis-
lation on pediatric firearm mortality. This study was not
able to control for differences in enforcement of state
firearm legislation. There might be additional state-level
variables or socioeconomic factors that were not captured
by our identified confounders. Some of the state-level vari-
ables, like tobacco use and marijuana use, were gathered
from a subset of the pediatric population (ages 12 to 17
years). Extrapolating data from subsets of the population
and applying it to the entire group can cause error in our
analysis, including our positive correlation between to-
bacco use and firearm-related suicide rates. However, sui-
cide by any mechanism in children younger than 10
years is exceedingly rare,40 therefore, we are confident
that the correlation is valid, despite the limitation in the
data set. Overall state gun death rates are a component of
the Brady scores, which can correlate to pediatric firearm
mortality rates independently. However, the death rates
contribute only 10% to the Brady scores and include
both adults and children, minimizing the possible correla-
tion to pediatric firearm mortality rates independently.
Lastly, when analyzing independent predictors, we attemp-
ted to control for the number of firearms in each state with
the number of registered firearms, which is a limited subset
of the total number of firearms, as only certain types of fire-
arms are required to be registered. Furthermore, each state
has separate and variable laws related to what type of firearm
must be registered in that state. Future work will aim to
address some of these limitations by examining pediatric
firearm-related deaths and state-level legislation over time.

CONCLUSIONS
Stricter state firearm legislation and CAP laws are associ-
ated with lower overall pediatric firearm mortality rates
and pediatric firearm suicide rates, respectively. Addi-
tional state legislation could play an important role in
reducing firearm fatalities in the pediatric population,
particularly by reducing the number of suicides.
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For over a decade, there has been a spirited academic debate over the impact on crime of

laws that grant citizens the presumptive right to carry concealed handguns in public—

so-called right-to-carry (RTC) laws. In 2005, the National Research Council (NRC)

offered a critical evaluation of the ‘‘more guns, less crime’’ hypothesis using

county-level crime data for the period 1977–2000. Seventeen of the eighteen NRC

panel members essentially concluded that the existing research was inadequate to con-

clude that RTC laws increased or decreased crime. The final member of the panel,

though, concluded that the NRC�s panel data regressions supported the conclusion that

RTC laws decreased murder. We evaluate the NRC evidence and show that, unfortu-

nately, the regression estimates presented in the report appear to be incorrect. We im-

prove and expand on the report�s county data analysis by analyzing an additional six

years of county data as well as state panel data for the period 1977–2006.While we have

considerable sympathy with the NRC�s majority view about the difficulty of drawing

conclusions from simple panel data models, we disagree with the NRC report�s judg-

ment that cluster adjustments to correct for serial correlation are not needed. Our ran-

domization tests show that without such adjustments, the Type 1 error soars to 40–70%.

In addition, the conclusion of the dissenting panel member that RTC laws reduce mur-

der has no statistical support. Finally, our article highlights some important questions to
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consider when using panel data methods to resolve questions of law and policy effec-

tiveness. Although we agree with the NRC�s cautious conclusion regarding the effects of

RTC laws, we buttress this conclusion by showing how sensitive the estimated impact of

RTC laws is to different data periods, the use of state versus county data, particular spec-

ifications, and the decision to control for state trends. Overall, the most consistent, albeit

not uniform, finding to emerge from both the state and the county panel data models con-

ducted over the entire 1977–2006 period with and without state trends and using three

different models is that aggravated assault rises when RTC laws are adopted. For every

other crime category, there is little or no indication of any consistent RTC impact on crime.

It will be worth exploring whether other methodological approaches and/or additional

years of data will confirm the results of this panel data analysis. (JEL K49, K00, C52)

1. Introduction

The debate on the impact of ‘‘shall-issue’’ or ‘‘right-to-carry’’ (RTC) con-
cealed handgun laws on crime—which has now raged on for over a decade—
demonstrates one of the many difficulties and pitfalls that await those who try
to use observational data to estimate the effects of controversial laws.1 John
Lott and David Mustard initiated the ‘‘more guns, less crime’’ (MGLC) dis-
cussion with their widely cited 1997 article arguing that the adoption of RTC
laws has played a major role in reducing violent crime. However, as Ayres and
Donohue (2003b) note, Lott and Mustard�s period of analysis ended just be-
fore the extraordinary crime drop of the 1990s. They concluded that extending
Lott and Mustard�s data set beyond 1992 undermined the MGLC hypothesis.
Other studies have raised further doubts about the claimed benefits of RTC
laws (e.g., see Black and Nagin, 1998; Ludwig, 1998).

But even as the empirical support for the Lott-Mustard thesis was weak-
ening, its political impact was growing. Legislators continued to cite this work
in support of their votes on behalf of RTC laws, and theMGLC claim has been
invoked often in support of ensuring a personal right to have handguns under
the Second Amendment. In the face of this scholarly and political ferment, in
2003, the National Research Council (NRC) convened a committee of top
experts in criminology, statistics, and economics. Its purpose was to evaluate
the existing data in hopes of reconciling the various methodologies and

1. The term ‘‘RTC laws’’ is used interchangeably with ‘‘shall-issue laws’’ in the guns
and crime literature.
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findings concerning the relationship between firearms and violence, of which
the impact of RTC lawswas a single, but important, issue.With somuch talent
on board, it seemed reasonable to expect that the committee would reach
a decisive conclusion on this topic, and put the debate to rest.

The bulk of the NRC report on firearms, which was finally issued in 2005,
was uncontroversial. The chapter on RTC laws, however, proved to be ex-
tremely contentious. Citing the extreme sensitivity of point estimates to var-
ious panel data model specifications, the NRC report failed to narrow the
domain of uncertainty about the effects of RTC laws. Indeed, it may have
broadened it. However, while the NRC report concluded there was no reliable
statistical support for theMGLC hypothesis, the vote was not unanimous. One
dissenting committee member argued that the committee’s own estimates
revealed that RTC laws did in fact reduce the rate of murder. Conversely,
a different member went even further than the majority�s opinion by doubting
that any econometric evaluation could illuminate the impact of RTC laws.

Given the prestige of the committee and the conflicting assessments of
both the substantive issue of RTC laws’ impact and the suitability of em-
pirical methods for evaluating such laws, a reassessment of the NRC�s report
would be useful for researchers seeking to estimate the impact of other legal
and policy interventions. Our systematic review of the NRC’s evidence—its
approach and findings—also provides important lessons on the perils of us-
ing traditional observational methods to elucidate the impact of legislation.
To be clear, our intent is not to provide what the NRC panel could not—that
is, the final word on how RTC laws impact crime. Rather, we show how
fragile panel data evidence can be, and how a number of issues must be
carefully considered when relying on these methods to study politically
and socially explosive topics with direct policy implications.

The outline of this article is as follows. Section 2 offers background on the
debate over RTC laws, and Section 3 describes relevant aspects of the NRC
report in depth. Section 4 enumerates the critical flaws of the key results in
the NRC report. Sections 5 and 6 explore two key econometric issues where
the NRC panel may have erred—whether to control for state-specific trends
and whether to adjust standard errors to account for serial or within-group
correlation. Section 7 extends the analysis through 2006, and Section 8
offers improvements to the NRC model by revising the regression specifi-
cation in accordance with past research on crime. Section 9 discusses the
issue of whether the impact of RTC laws can be better estimated using
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county- or state-level data. Section 10 delves further into three issues in this
debate that merit special attention: the problem of omitted variable bias in
assessing the impact of RTC laws (and in particular, the difficult-to-measure
effect of the crack epidemic), the plausibly endogenous adoption of RTC leg-
islation, and the relatively untouched issue of how RTC laws affect gun vio-
lence in particular. Section 11 offers concluding comments on the current state
of the research on RTC laws, the difficulties in ascertaining the causal effects of
legal interventions, and the dangers that exist when policy makers can simply
pick their preferred study from among a wide array of conflicting estimates.

2. Background on the Debate

In a widely discussed 1997 article, ‘‘Crime, Deterrence, and Right-to-
Carry Concealed Handguns,’’ John Lott and David Mustard (1997) argued,
based on a panel data analysis, that RTC laws were a primary driving force
behind falling rates of violent crime. Lott and Mustard used county-level
crime data (including county and year fixed effects, as well as a set of control
variables) to estimate the impact of RTC laws on crime rates over the
time period 1977–92. In essence, Lott and Mustard�s empirical approach
was designed to identify the effect of RTC laws on crime in the ten states
that adopted them during this time period. Using a standard difference-in-
difference model, the change in crime in the ten RTC states is compared with
the change in crime in non-RTC states. The implicit assumption is that the
controls included in the regression will explain other movements in crime
across states, and the remaining differences in crime levels can be attributed
to the presence or absence of the RTC laws.

Lott and Mustard estimated two distinct difference-in-difference-type mod-
els to test the impact of RTC laws: a dummy variable model and a trend, or
‘‘spline,’’ model2. The ‘‘dummymodel’’ tests whether the average crime level in
the pre-passage period is statistically different from the post-passage crime level
(after controlling for other factors). The ‘‘splinemodel’’ measures whether crime
trends are altered by the adoption of RTC laws. Lott andMustard noted that the

2. In the ‘‘dummymodel,’’ RTC laws are modeled as a dummy variable that takes on
a value of 1 in the first full year after passage and retains that value thereafter (since no state
has repealed its RTC law once adopted). In the ‘‘trend model,’’ RTC laws are modeled as
a spline variable indicating the number of years post-passage.
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spline approachwould be superior if the intervention caused a reversal in a rising
crime rate. Such a reversal could be obscured in a dummy variable model that
only estimates the average change in crime between the pre- and post-passage
periods. An effective RTC lawmight show no effect in the dummymodel if the
rise in the pre-passage crime rate and the fall in the post-passage rate were to
leave the average ‘‘before’’ and ‘‘after’’ crime levels the same.

In both regression models, Lott and Mustard included only a single other
criminal justice explanatory variable—county-level arrest rates—plus controls
for county population, population density, income, and thirty-six(!) categories
of demographic composition. Aswewill discuss shortly, we believe that many
criminological researchers would be concerned about the absence of important
explanatory factors such as the incarceration rate and the level of police force.

Lott and Mustard�s results seemed to support the contention that laws allow-
ing the carry of concealed handguns lead to less crime. Their estimates suggested
that murder, rape, aggravated assault, and overall violent crime fell by 4–7%
following the passage of RTC laws. In contrast, property crime rates (auto theft,
burglary, and larceny)were estimated to have increased by 2–9%. Lott andMus-
tard thus concluded that criminals respond to RTC laws by substituting violent
crime with property crime to reduce the risk that they would be shot (since,
according to them, victims are more often absent during the commission of
a property crime). They also found that the MGLC contention was strengthened
by the trend analysis, which ostensibly suggested significant decreases in mur-
der, rape, and robbery (but no significant increases in property crime).

From this evidence, Lott and Mustard (1997) concluded that permissive
gun-carrying laws deter violent crimes more effectively than any other crime
reduction policy: ‘‘concealed handguns are the most cost-effective method of
reducing crime thus far analyzed by economists, providing a higher return than
increased law enforcement or incarceration, other private security devices, or
social programs like early education.’’ Theywent even further by claiming that
had the remaining non-RTC states enacted such legislation, over 1,400 mur-
ders and 4,100 rapes would have been avoided nationwide, and that each new
handgun permit would reduce victim losses by up to $5,000.

2.1. The Far-Reaching Impact of MGLC

The first ‘‘MGLC’’ article and Lott�s subsequent research (and pro-gun
advocacy) have had a major impact in the policy realm. Over the past decade,

Lessons for the Empirical Evaluation of Law and Policy 569



politicians as well as interest groups such as the National Rifle Association
have continually trumpeted the results of this empirical study to oppose gun
control efforts and promote less restrictive gun-carrying laws. Lott relied on
his own research to advocate for the passage of state-level concealed-carry
gun laws, testifying on the purported safety benefits of RTC laws in front of
several state legislatures, including Nebraska, Michigan, Minnesota, Ohio,
and Wisconsin (Ayres and Donohue, 2003b).

The impact of the Lott-Mustard article can also be seen at the federal level.
In 1997, ex-Senator Larry Craig (R-Idaho) introduced the Personal Safety
and Community Protection Act with Lott�s research as supporting evidence.
This bill was designed to allow state nonresidents with valid handgun permits
in their home state to possess concealed firearms (former football athlete
Plaxico Burress sought to invoke this defense when he accidentally shot him-
self in a Manhattan nightclub with a gun for which he had obtained a Florida
permit). According to Craig, Lott�s work confirmed that positive externalities
of gun carrying would result in two ways: by affording protection for law-
abiding citizens during criminal acts and by deterring potential criminals from
ever committing offenses for fear of encountering an armed response.3

Clearly, Lott�s work has provided academic cover for policy makers and
advocates seeking to justify the view—on public safety grounds—that the
Second Amendment confers a private right to possess handguns.

2.2. Questioning MGLC

Immediately after the publication of the Lott–Mustard article, scholars
started raising serious questions about the theoretical and empirical validity
of the MGLC hypothesis. For example, Zimring and Hawkins (1997)
claimed that the comparison of crime between RTC and non-RTC states
is inherently misleading because of factors such as poverty, drugs, and gang
activity, which vary significantly across gun-friendly and non-gun-friendly

3. 143 CONG. REC. S5109 (daily ed. May 23, 1997) (statement of Sen. Craig). The
bill was again introduced in 2000 by Congressman Cliff Stearns (R-Florida), who also
cited Lott�s work. 146 CONG. REC. H2658 (daily ed. May 9, 2000) (statement of
Rep. Stearns). Indeed, this proposed legislation, now derisively referred to as ‘‘Plaxico�s
Law,’’ is a perennial favorite of the NRA and frequently introduced by supportive mem-
bers of Congress (Collins, 2009).
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states (and are often difficult to quantify). To the extent that the relatively
better crime performance seen in shall-issue states during the late 1980s
and early 1990s was the product of these other factors, researchers may
be obtaining biased impact estimates. Underscoring this point, Ayres and
Donohue (2003b) pointed out that crime rose across the board from 1985
to 1992, and most dramatically in non-RTC states. Since the Lott-Mustard
data set ended in 1992, it could not capture the most dramatic reversal in crime
in American history. Figures 1–7 depict the trends of violent and property
crimes over the period 1970–2007. For each of the seven crimes, the fifty
states (plus DC) fall into four groupings: non-RTC states, states that adopted
RTC laws over the period 1985–88 (‘‘early adopters’’), those that adopted
RTC laws over the period 1989–91 (‘‘mid-adopters’’), and those
that adopted RTC laws over the period 1994–96 (‘‘late adopters’’). The
crime rate shown for each group is a within-group average, weighted by pop-
ulation. The figures corroborate Ayres and Donohue�s point: crime rates de-
clined sharply across the board beginning in 1992. In fact, there was a steady
upward trend in crime rates in the years leading up to 1992, most distinctly for
rape and aggravated assault. Moreover, the average crime rates in non-RTC
states seemed to have dropped even more drastically than those in RTC states,
which suggests that crime-reducing factors other than RTC lawswere at work.

Ayres and Donohue (2003b) also recommended the use of a more general
model, referred to as the ‘‘hybrid model,’’ which essentially combined the
dummy variable and spline models, to measure the immediate and long-run

Figure 1. Murder Trends in RTC versus Non-RTC States—Weighted Average of
Murder Rates per 100,000 Residents (1970–2007).
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impact of RTC laws on crime. Since the hybrid model nests both the dummy
and spline models, one can estimate the hybrid and generate either of the
other models as a special case (depending on what the data show). This ex-
ercise seemed to weaken the MGLC claim. Their analysis of the county data
set from 1977–1997 using the Lott-Mustard specification (revised to mea-
sure state-specific effects) indicated that RTC laws in aggregate raised total
crime costs by as much as $524 million.

Just as Lott had identified a potential problem with the dummy model (it
might understate a true effect if crime followed either a V-shaped or an

Figure 3. Assault Trends in RTC versus Non-RTC States—Weighted Average of
Assault Rates per 100,000 Residents (1970–2007).

Figure 2. Rape Trends in RTC versus Non-RTC States—Weighted Average of
Rape Rates per 100,000 Residents (1970–2007).
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inverted V-shaped pattern), there is a potential problem with models (such as
the spline and the hybrid models) that estimate a post-passage linear trend.
Early adopters of RTC laws have a far more pronounced impact on the trend
estimates of RTC laws than later adopters since there may only be a few
years of post-passage data available for a state that adopts RTC laws close
to the end of the data period. If those early adopters were unrepresentative of
low-crime states, then the final years of the spline estimate would suggest
a dramatic drop in crime, not because crime had in fact fallen in adopting
states but because the more representative states had dropped out of the es-
timate (since there would be no post-passage data after, say, three years for

Figure 5. Auto Theft Trends in RTC versus Non-RTC States—Weighted
Average of Auto Theft Rates per 100,000 Residents (1970–2007).

Figure 4. Robbery Trends in RTC versus Non-RTC States—Weighted Average
of Robbery Rates per 100,000 Residents (1970–2007).
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a state that had adopted the RTC law only three years earlier, but there would
be such data for Maine, Indiana, and North Dakota, which were the earliest
RTC adopters). We recognize that each model has limitations, and present
the results of all three in our tables below.4

3. Findings of the NRC

The sharply conflicting academic assessments of RTC laws specifically
and the impact of firearms more generally, not to mention the heightened
political salience of gun issues, prompted the NRC to impanel a committee
of experts to critically review the entire range of research on the relationships
between guns and violence. The blue-chip committee, which included prom-
inent scholars such as sociologist Charles Wellford (the committee chair),
political scientist James Q. Wilson, and economists Joel Horowitz, Joel
Waldfogel, and Steven Levitt, issued its wide-ranging report in 2005.

While the members of the panel agreed on the major issues discussed in
eight of the nine chapters of the NRC report, the single chapter devoted to

Figure 6. Burglary Trends in RTC versus Non-RTC States—Weighted Average
of Burglary Rates per 100,000 Residents (1970–2007).

4. We note that in the latest version of his book, Lott (2010) criticizes the hybrid
model, but he fails to appreciate that the problem with the hybrid model—and with the
spline model he prefers—is that they both yield estimates that are inappropriately tilted
down as the more representative states drop out of the later years, which drive the post-
passage trend estimates. An apples-and-apples comparison that included the identical
states to estimate the post-passage trend would not suggest a negative slope. This is clear
in Figure 1 and Table 1 of Ayres and Donohue (2003b).
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exploring the causal effects of RTC laws on crime proved to be quite conten-
tious. After reviewing the existing (and conflicting) literature and undertaking
their own evaluation of Lott�s county-level crime data, seventeen of the eigh-
teen committee members concluded that the data provided no reliable and
robust support for the Lott-Mustard contention. In fact, they believed the data
could not support any policy-relevant conclusion. In addition, they claimed
they could not estimate the true impact of these laws on crime because (1)
the empirical results were imprecise and highly sensitive to changes in model
specification and (2) the estimates were not robust when the data period was
extended eight years beyond the original analysis (through 2000), a period
during which a large number of states adopted the law.

One can get an inkling of the NRC majority�s concern about model sensi-
tivity by examining Table 2a (which we will discuss in detail in Section 4.2),
which reports estimates from the NRC report on the impact of RTC laws on
seven crimes. The estimates are based on the Lott and Mustard (1997) dummy
and spline models and county data for the period 1997–2000. The vastly dif-
ferent results produced by the twomodels gave the majority considerable pause.
For example, if one believed the dummy model, then RTC laws considerably
increased aggravated assault and robbery, while the spline model suggested
RTC laws decreased the rate of both of these crimes.

The tension created by conflicting estimates was epitomized by the intra-
panel dissention, as two members of the committee wrote separately on the
NRC’s evaluation of RTC laws. One sought to refute the majority�s skep-
ticism, and one sought to reinforce it. Noted political scientist James Q. Wil-
son offered the lone dissent to the committee�s report, claiming that Lott and

Figure 7. Larceny Trends in RTC versus Non-RTC States—Weighted Average
of Larceny Rates per 100,000 Residents (1970–2007).
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Mustard�s MGLC finding actually held up under the panel�s reanalysis. Spe-
cifically, Wilson rejected the majority�s interpretation of the regression esti-
mates seen in Table 2a. Although the panel noted that the RTC impact
estimates disagreed across their two models (dummy and spline) for six
of the seven crime categories, Wilson emphasized the similar finding of mur-
der rate declines in the two models. The agreement in the murder estimates
led him to heartily endorse the MGLC view. Indeed, after dismissing articles
that had cast doubt on the MGLC hypothesis (such as Black and Nagin,
1998), on the grounds that they were ‘‘controversial,’’ Wilson concluded:
‘‘I find the evidence presented by Lott and his supporters suggests that
RTC laws do in fact help drive down the murder rate, though their effect
on other crimes is ambiguous’’ (NRC, 2005, p. 271).

The committee penned a response to Wilson�s dissent (separate from its
overall evaluation of RTC legislation), which stressed that the only disagree-
ment between the majority and Wilson (throughout the entire volume on gun
issues) concerned the impact of RTC laws on murder. They noted that, while
there were a number of negative estimates for murder using the Lott-Mustard
approach, there were also several positive estimates that could not be over-
looked. In addition, even the results for murder failed to support the MGLC
contention when restricting the period of analysis to five years or less after law
adoption.5 The important task was to try to reconcile these contradictions—and
the panel majority believed that was not possible using the existing data.

Committee member (and noted econometrician) Joel Horowitz was the
ardent skeptic, and not without merit. Horowitz joined the refutation of Wil-
son but also authored his own appendix discussing at length the difficulties
of measuring the impact of RTC laws on crime using observational rather
than experimental data.6 He began by addressing a number of flaws in the
panel data approach. First, if factors other than the adoption of the RTC law
change but are not controlled for in the model, then the resulting estimates
would not effectively isolate the impact of the law (we demonstrate the

5. The importance of this restriction on the post-passage data wasmentioned earlier: As
states dropped out of the post-passage data, the estimated impact of RTC laws became badly
biased (since one was no longer deriving the estimated effect from a uniform set of states).

6. While his chapter is directed at the analysis of RTC laws, Horowitz’s comments
applied to an array of empirical studies of policy that were discussed throughout the entire
NRC volume.
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likelihood of this possibility in Section 10). Second, if crime increases before
the adoption of the law at the same rate it decreases after adoption, then
a measured zero difference would be misleading. The same problem arises
for multiyear averages. Third, the adoption of RTC laws may be a response
to crime waves. If such an endogeneity issue exists, the difference in crime
rates may merely reflect these crime waves rather than the effect of the laws.
Lastly, as even Lott (2000) found in his data, RTC states differ noticeably
from non-RTC states (e.g., RTC states are mainly Republican and had low
but rising rates of crime). It would not be surprising if these distinctive attrib-
utes influence the measured effect of RTC laws. In this event, looking at the
impact of RTC laws in current RTC states may not be useful for predicting
impact if they are adopted in very different states.

Ideally, states would be randomly selected to adopt RTC laws, thereby elim-
inating the systematic differences between RTC states and non-RTC states. In
the absence of such randomization, researchers introduce controls to try to ac-
count for these differences, which generates debate over which set of controls
is appropriate. Lott (2000) defended his model by claiming that it included
‘‘the most comprehensive set of control variables yet used in a study of crime’’
(p. 153). We show here that this claim is gravely outdated. Moreover,
Horowitz noted that not only are the data limited for these variables, it is also
possible to control for too many variables—or too few. He pointed out that
Donohue (2003) found a significant relationship between crime and future

adoption of RTC legislation, suggesting the likelihood of omitted variable bias
and/or the endogenous adoption of the laws. Horowitz concludes by noting
that there is no test that can determine the right set of controls: ‘‘it is not pos-
sible to carry out an empirical test of whether a proposed set of X variables is
the correct one . . . it is largely a matter of opinion which set [of controls] to
use’’ (NRC, 2005, p. 307). Noting the likelihood of misspecification in the
evaluation of RTC laws, and that estimates obtained from amisspecifiedmodel
can be highly misleading, he concluded that there was little hope of reaching
a scientifically supported conclusion based on the Lott-Mustard/NRC model.

3.1. The Serious Need for Reassessment

The story thus far has been discouraging for those hoping for illumination
of the impact of legislation through econometric analysis. If the NRC ma-
jority is right, then years of observational work by numerous researchers,
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topped off with a multiyear assessment of the data by a panel of top scholars,
were not enough to pin down the actual impact of RTC laws. However, given
that the panel only presented estimates based on the Lott-Mustard (1997) ap-
proach (except for a sparse model with no covariates, which we describe in
Section 4), it is possible the committee overlooked quantitative models and
potentially useful evidence that could have influenced their view on the topic.
If Horowitz is right, then the entire effort to estimate the impact of state RTC
policies from observational data is doomed. Indeed, there may be simply too
much that researchers do not know about the proper structure of econometric
models of crime. Notably, however, the majority did not join Horowitz in the
broad condemnation of all observational microeconometrics for the study of
this topic. Perhaps a model that better accounts for all relevant, exogenous,
crime-influencing factors and secular crime trends could properly discern the
effects of RTC laws. As we show below, a number of plausible explanations
and factors were excluded from the committee�s examination.

4. Attempts to Replicate the NRC Findings

Previous research on guns and crime has shown how data and method-
ological flaws can produce inaccurate conclusions. In a follow-up to their
initial 2003 Stanford Law Review article, Ayres and Donohue (2003a)
showed how coding errors can yield inaccurate estimates of the effect of
RTC laws on crime. Commenting on a study in support of the MGLC prem-
ise by Plassman andWhitley (2003), Ayres and Donohue (2003a) described
numerous coding flaws. After correcting these errors, the evidence
supporting the MGLC hypothesis evaporated.

4.1. Panel Data Models with No Covariates

Since the NRC panel based their reported estimates on data provided by
John Lott, we thought it prudent to carefully examine the NRC committee�s
own estimates. We first attempt to replicate the results of the report using the
NRC 1977–2000 county data set, which the committee supplied to us. We
begin with the committee�s no-controls model, which, apart from the dummy
and trend variables, only includes year and county fixed effects. The reported
NRC estimates are presented in Table 1a, and the first two rows of Table 1b
show our efforts at replicating them. While the estimates of the dummy vari-
able model are reasonably close, the trend estimates are not at all
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comparable: The sign on the estimates in the spline model switches when go-
ing from Table 1a to Table 1b for all crimes except auto theft. Table 1b also
includes our own estimates from the more flexible version of these
specifications—the hybrid model—which combines the dummy and trend
approaches. In other words, taken at face value, Table 1b tells us that crime
clearly worsened for six or seven crime categories after the passage of RTC laws,
regardless of whether one used the dummy variable, spline, or hybrid models.

Table 1a. Estimated Impact of RTC Laws—Published NRC Estimates—No
Controls, All Crimes, 1977–2000 (County Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�1.95 17.91*** 12.34*** 19.99*** 23.33*** 19.06*** 22.58***
1.48 1.39*** 0.90*** 1.21*** 0.85*** 0.61*** 0.59***

2. Spline model 0.12 �2.17*** �0.65*** �0.88*** 0.57*** �1.99*** �0.71***
0.32 0.30*** 0.20*** 0.26*** 0.19*** 0.13*** 0.13***

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 1b. Estimated Impact of RTC Laws—Using NRC County Data—No
Controls, All Crimes, 1977—2000a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�2.58 18.40*** 12.60*** 19.70*** 22.80*** 19.00*** 22.60***
1.87 2.29*** 1.40*** 1.75*** 1.69*** 1.24*** 1.08***

2. Spline model �0.57* 2.36*** 1.52*** 2.43*** 3.17*** 2.23*** 3.01***
0.34* 0.39*** 0.25*** 0.31*** 0.30*** 0.24*** 0.22***

3. Hybrid model
Post-passage

dummy
�0.06 16.20*** 11.90*** 17.40*** 16.80*** 17.70*** 18.50***
2.33 2.22*** 1.69*** 1.88*** 1.86*** 1.34*** 1.20***

Trend effect �0.56 0.58 0.22 0.51 1.32*** 0.28 0.98***
0.43 0.40 0.30 0.35 0.35*** 0.27 0.25***

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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We contacted the committee to see if we might be able to understand why
the efforts at replication were failing, but the files for reproducing their
results and tables had not been retained.7 Thus, we thought it wise to analyze
county-level data by constructing our own data set, which we will refer to as
the ‘‘updated 2009 data set.’’ We create the same variables found in Lott�s
data—crime rates, demographic composition, arrest rates, income, popula-
tion, and population density—and extend our new set as far forward as the
data are available—2006 (the NRC data ended in 2000).8 This data exten-
sion also gives us an opportunity to explore how the NRC�s results are

Table 1c. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—No Controls, All Crimes, 1977–2000 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy
variable
model

�2.20 27.80*** 16.40*** 19.50*** 23.90*** 22.80*** 28.10***
1.87 3.53*** 2.16*** 2.06*** 2.27*** 2.06*** 2.29***

2. Spline model 0.68** 4.65*** 4.31*** 3.18*** 4.72*** 5.06*** 6.02***
0.28** 0.46*** 0.26*** 0.27*** 0.28*** 0.25*** 0.27***

3. Hybrid model
Post-passage

dummy
�7.99*** 12.00*** �3.50 8.91*** 5.50** 1.44 3.26
2.19*** 3.08*** 2.72 2.32*** 2.70** 2.60 2.98

Trend effect 1.34*** 3.66*** 4.60*** 2.44*** 4.27*** 4.94*** 5.75***
0.33*** 0.37*** 0.32*** 0.30*** 0.32*** 0.31*** 0.35***

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.

7. In an attempt to reconcile the divergence, we initially speculated that perhaps the
NRC committee did not weight its panel data regressions by county population as we do
throughout, but this turned out not to explain the difference. Our best guess is that the NRC
did weight the regression by population since they essentially adopted the Lott and
Mustard (1997) approach. We also determined that the NRC data set was missing all
county identifiers for 1999 and 2000, so we speculated that this might explain the results
(since data for any year with a missing country identifier would be omitted from the re-
gression). Again, we could not replicate the NRC spline model results of Table 1a, whether
we included all years of data or dropped 1999 and 2000.

8. We also add 0.1 to all zero crime values before taking the natural log in our
county-level data set, as the NRC did.
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affected when using the most current data available. As we will see in Sec-
tion 7, the additional years of data will also enable us to estimate the effect of
six additional state adoptions of RTC laws, not present in the NRC analysis:
Michigan (2001), Colorado (2003), Minnesota (2003), Missouri (2003),
New Mexico (2003), and Ohio (2004).9

We obtained our crime data from the University of Michigan�s Interuniver-
sity Consortium for Political and Social Research, which maintains the most
comprehensive collection of Uniform Crime Reports (UCR) data. Unfortu-
nately, county-level crime data for 1993 are currently unavailable. The National
Archive of Criminal Justice Data recently discovered an error in the crime data
imputation procedure for 1993 and, for this reason, has made 1993 data inac-
cessible until the error has been corrected. Thus, for all of the following tables
with estimates using our updated data, we are missing values for 1993.

Table 1c reproduces Table 1b using our own newly constructed data set (with
1993 omitted). In the case of every crime-model permutation, the use of this new
data set further weakened the crime-reducing effects of RTC laws.10 The bottom
line is that (1) we cannot replicate the NRC no-controls estimates of Table 1a
whether we use our own newly constructed county data or the data used by the
NRC committee and (2) the best estimates in the no-controls model overwhelm-
ingly show that all crime was higher after RTC laws adoptions.

4.2. Panel Data Models with Covariates

After failing to replicate the NRC ‘‘no-covariates’’ model, we next under-
took the same replication exercise with the ‘‘covariates’’ model, which adds
to the county and year fixed effects model the following Lott-Mustard
explanatory variables: arrest rate, county population, population density, real
per capita income variables, and thirty-six variables designed to capture the

9. Kansas and Nebraska adopted RTC laws in 2006, which is too late to be captured
in our analysis, since we assume a state to be an ‘‘RTC state’’ beginning in the first full year
after a law�s passage.

10. Table 1c differs from Table 1b in two respects—it uses our new data set instead
of the NRC, and it omits 1993 data. To see how important the 1993 omission is, we repro-
duced Table 1b (using the NRC data) dropping that year, which turned out to have little
effect on the estimates.
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county�s demographic composition.11 Although we have already noted
Lott�s claim that this is ‘‘the most comprehensive set of control variables
yet used in a study of crime,’’ in fact, this set of variables omits many im-
portant influences on crime, which we will reintroduce in Section 8.

To be clear about our approach, we use annual county-level crime data
(and later, state-level data) for the United States from 1977 through either
2000 (to conform to the NRC report) or 2006 (the last year for which data are
available). We explore the impact of RTC laws on seven Index I crime cat-
egories by estimating the reduced-form regression:

Yit ¼ gRTCjt þai þ ht þ bjt þ cXijt þ eit; ð1Þ

where the dependent variable Yit denotes the natural log of the individual vi-
olent and property crime rates for county i and year t. Our explanatory variable
of interest—the presence of an RTC lawwithin state j in year t—is represented
by RTCjt. The exact form of this variable shifts according to the three varia-
tions of the model we employ (these include the Lott-Mustard dummy and
spline models, as well as the Ayres and Donohue hybrid model).12

The variable ai indicates county-level fixed effects (unobserved county
traits) and ht indicates year effects. As we will discuss below, there is no con-
sensus on the use of state-specific time trends in this analysis, and the NRC
report did not address this issue. Nevertheless, we will explore this possibility,
with bjt indicating state-specific trends, which are introduced in selected mod-
els. Since neither Lott andMustard (1997) nor the NRC (2005) examines state

11. The NRC uses the Lott-Mustard method of calculating arrest rates, which is the
number of arrests for crimes divided by the contemporaneous number of crimes. Econo-
metrically, it is inappropriate to use this contemporaneous measure since it leaves the de-
pendent variable on both sides of the regression equation (a better approach would lag this
variable one year, as discussed in Ayres and Donohue, 2009). Another issue about the arrest
rates is unclear: The NRC report does not indicate whether it uses the individual Index I
crime categories to compute arrest rates, or alternatively, if they use the broad categories of
violent and property crimes, as has been used in recent articles (Moody and Marvell, 2008).
We adopt this latter approach for all tables in this article, although we also explored the
possibility of arrest rates for individual crimes. Regardless of which arrest rate we used,
our estimates still diverged considerably from the estimates presented by the NRC.

12. As noted previously, in the dummy variable approach, the RTC variable is a di-
chotomous indicator that takes on a value of 1 in the first full year that a state j has an RTC
law. In the spline model, the RTC variable indicates the number of post-passage years. The
hybrid specification contains both dummy and trend variables.
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trends, this term is dropped when we estimate their models. The term Xijt rep-
resents a matrix of observable county and state characteristics thought by
researchers to influence criminal behavior. The components of this term, how-
ever, vary substantially across the literature. For example, while Lott uses only
‘‘arrest rates’’ as a measure of criminal deterrence, we discuss the potential
need for other measures of deterrence, such as incarceration levels or police
presence, which are measured at the state level.

In Tables 2a–c, we follow the same pattern as that of Tables 1a–c:We begin
by showing the NRC published estimates (Table 2a) and then show our effort
at replication using the NRC data set (Table 2b). We then show the estimates
obtained from our reconstruction of the county data set from 1977 through
2000 (Table 2c, which omits 1993 data).13 The basic story that we saw above
with respect to the no-covariates model holds again: We cannot replicate the
NRC results using the NRC�s own data set (compare Tables 2a and b), and
omitting 1993 data does not make a substantive difference. Once again, our
Table 2c estimates diverge wildly from the Table 2a estimates, which appeared
in the NRC report. As we will see in a moment, the results that Professor Wil-
son found to be consistent evidence of RTC laws reducing murder (see Table
2a) were probably inaccurate (see Table 2c).

Table 2a. Estimated Impact of RTC Laws—Published NRC Estimates—Lott-
Mustard Controls, All Crimes, 1977–2000a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�8.33***�0.16 3.05*** 3.59*** 12.74*** 6.19*** 12.40***
1.05*** 0.83 0.80*** 0.90*** 0.78*** 0.57*** 0.59***

2. Spline model �2.03***�2.81*** �1.92*** �2.58***�0.49***�2.13***�0.73***
0.26*** 0.20*** 0.20*** 0.22*** 0.13*** 0.19*** 0.13***

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.

13. Once again, we explored whether omitting 1993 data had an impact on
the results, and again our Table 2 estimates looked quite similar when 1993 data were
dropped.
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Table 2b. Estimated Impact of RTC Laws—Using NRC Data—with Lott-
Mustard Controls, All Crimes, 1977–2000a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.80* 10.50*** 11.20*** 11.20*** 16.80*** 11.00*** 17.60***
2.14* 2.18*** 1.55*** 1.81*** 1.54*** 0.98*** 0.86***

2. Spline model �0.61 1.38*** 1.91*** 1.63*** 2.61*** 1.62*** 3.12***
0.38 0.36*** 0.25*** 0.32*** 0.29*** 0.19*** 0.17***

3. Hybrid model
Post-passage

dummy
�2.51 9.77*** 7.01*** 9.02*** 12.20*** 8.92*** 9.72***
2.63 2.28*** 1.76*** 1.92*** 1.74*** 1.06*** 0.94***

Trend effect �0.30 0.18 1.05*** 0.53 1.11*** 0.52** 1.92***
0.47 0.36 0.27*** 0.33 0.34*** 0.22** 0.19***

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model)
include arrest rate, county population, population density, per capita income measures, and thirty-six
demographic composition measures indicating the percentage of the population belonging to a race-age-gender
group.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 2c. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Lott-Mustard Controls, All Crimes, 1977–2000 (without 1993
Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy
variable
model

�3.80** 9.82*** 8.96*** 5.44*** 13.60*** 4.36*** 12.90***
1.87** 2.74*** 1.34*** 1.45*** 1.40*** 0.95*** 0.88***

2. Spline model �0.26 0.48 1.10*** 0.26 1.50*** 0.30** 1.16***
0.28 0.33 0.18*** 0.21 0.19*** 0.15** 0.14***

3. Hybrid model
Post-passage

dummy
�3.98* 11.40*** 6.34*** 6.39*** 10.60*** 4.53*** 11.80***
2.22* 2.62*** 1.48*** 1.66*** 1.57*** 1.05*** 0.94***

Trend effect 0.04 �0.38 0.63*** �0.23 0.70*** �0.04 0.28*
0.33 0.30 0.20*** 0.25 0.22*** 0.16 0.15*

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model)
include arrest rate, county population, population density, per capita income measures, and thirty-six
demographic composition measures indicating the percentage of the population belonging to a race-age-gender
group.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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4.3. Potential Problems with the NRC Models and Data

Before turning to the implications of the errors in the NRC estimates, we
note a few small errors in the NRC data that we corrected in all our tables.
First, we identified an extraneous demographic variable that caused a sub-
stantial number of observations to drop from the NRC data set (over
20,000).14 We do not know if the committee dropped this variable before
conducting its analysis, but we drop it in our own analysis.15 Second, Phil-
adelphia�s year of adoption is coded incorrectly—as 1995 instead of 1996.
Third, Idaho�s year of adoption is coded incorrectly—as 1992 instead of
1991. Fourth, the area variable, which is used to compute county density,
has missing data for years 1999 and 2000.16

The major differences in Table 2a (the NRC committee�s estimates) and Ta-
ble 2c (what we think is the best estimate of what the NRC intended to present)
are profound enough that they might well have changed the nature of the report.
Recall that Wilson had looked at the NRC�s results (Table 2a) and decided that
since the dummy and spline estimates were both consistent and statistically sig-
nificant for only one crime—murder—these were the only estimates that should
be accepted. But applying this same logic to the Table 2c estimates would lead
to the drastically different conclusion that for four crimes—aggravated assault,
auto theft, burglary, and larceny—Table 2c provides uniform evidence that

14. The variable is called ‘‘ppnpermpc.’’ We stumbled into using this variable as we
tried to incorporate Lott and Mustard�s thirty-six demographic variables, which denote the
percentage of each county�s population that falls into each of six age-groups based on three
racial categories for men and for women. Twelve of these variables begin with the prefix
‘‘ppn,’’ which will then be included in the analysis if one uses a STATA command that
groups together all variables with this common ‘‘ppn’’ prefix. For example, ‘‘ppnm2029’’
indicates the percentage of a county population that is male and neither white nor black.
We do not know how the ppnpermpc variable fits into this grouping (or even if it is meant
be a part of this group of variables). The mean value of this variable is –3.206657, with the
individual observations ranging from –12.05915 to 4.859623. While the other ppn var-
iables reflect some sort of percentage, the mean negative value obviously indicates that this
variable is not a percentage.

15. We found that whether or not we include this variable, we cannot replicate the
NRC�s results (in Table 2a).

16. Because the NRC area numbers are the same for a county across all years, we fill
in this gap by simply using the 1998 values for these two years. (However, we note that
area should not be constant across all years, as the Census updates these data every de-
cade.) We include complete, updated area data in our new data set.
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RTC laws increase crime (while the evidence for the other crimes is mixed).
One might go further and say that all the Table 2c dummy and spline estimates
show crime increases, except for murder.

Although we speculate that Table 2c reflects where the NRC panel should
have ended up if it had wanted to repeat Lott and Mustard�s county data
analysis, there is actually far more that the committee could have done to
go beyond Table 2c to test the validity of the MGLC premise. We empha-
size, though, that this is not necessarily a strong criticism of the NRC ma-
jority since it concluded (in our view, correctly) that the evidence was
already too fragile to draw strong conclusions, and further support for this
assessment would merely have been cumulative. Nevertheless, we now turn
to some avenues of inquiry that Wilson might have considered before adopt-
ing the Lott and Mustard (1997) conclusion vis-à-vis murder.

5. Debate over the Clustering of Standard Errors

5.1. Is Clustering Necessary?

To this point we have said little about the important question of estimating
the standard errors in panel-data regressions. The estimates presented thus far
follow the NRC in providing heteroskedasticity-robust standard errors. Re-
search has found, though, that the issue of whether to ‘‘cluster’’ the standard
errors has a profound impact on assessments of statistical significance. This
issue gained prominence beginning primarily with a 1990 article by Brent
Moulton. Moulton (1990) pointed to the possible need for the clustering of
observations when treatments are assigned at a group level. In such cases, there
is an additive source of variation that is the same for all observations in the
group, and ignoring this unique variation leads to standard errors that are under-
estimated. Lott, however, suggests that clustered standard errors are not needed
(Lott, 2004), claiming that county-level fixed effects implicitly control for state-
level effects, and therefore, clustering the standard errors on state is unnecessary.

On this point, the NRC committee (2005) sided with Lott, stating that
‘‘there is no need for adjustments for state-level clustering’’ (p. 138). How-
ever, we strongly believe the committee was mistaken in this decision. One
must account for the possibility that county-level disturbances may be cor-
related within a state during a particular year by clustering the standard errors
by state. There is also a second reason for clustering that the NRC report
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did not address. Specifically, serial correlation in panel data can lead to
major underestimation of standard errors. Indeed, Bertrand, Duflo, and Mul-
lainathan (2004) point out that even the Moulton correction alone may be
insufficient for panel data estimators that utilize more than two periods of
data due to autocorrelation in both the intervention variable and the outcome
variable of interest. Wooldridge (2003, unpublished manuscript), as well as
Angrist and Pischke (2009), suggest that clustering the standard errors by
state (along with heteroskedasticity-robust standard errors) will help address
this problem, and at least provide a lower bound on the standard errors.

5.2. Using Placebo Laws to Test the Impact of Clustering

Our reading of the influential literature on this issue suggests to us that
clustering would make a major difference in the results generated by the Lott
and Mustard models that the NRC report adopted in its analysis. But who is
correct on the clustering issue—Lott, Mustard, and the NRC panel on the
one hand, or Angrist, Pischke, and several other high-end applied econome-
tricians on the other? To address this important question, we run a series of
placebo tests. In essence, we randomly assign RTC laws to states, and rees-
timate our model iteratively (1,000 times), recording the number of times
that the variable(s) of interest are ‘‘statistically significant.’’ For this exper-
iment, we use our most flexible model: the hybrid model (that incorporates
both a dummy and a trend variable) with the controls employed by the NRC.

We run three versions of this test. First, we first generate a placebo law in
a random year for all fifty states and the District of Columbia. Once the law is
applied, it persists for the rest of our data period,which is how laws are coded in
the original analysis. In our second test, we apply a placebo law in a random
year to the thirty-two states that actually implemented RTC laws during the
period we are analyzing. The remaining nineteen states assume no RTC
law. Finally, we randomly select thirty-two states to receive a placebo law
in a random year. The results of these three tests are presented in Table 3a.

Given the random assignment, one would expect to reject the null hypoth-
esis of no effect of these randomized ‘‘laws’’ roughly 5% of the time if the
standard errors in our regressions are estimated correctly. Instead, the table
reveals that the null hypothesis is rejected 50–70% of the time for murder
and robbery with the dummy variable and even more frequently with the
trend variable (60–74%). Clearly, this exercise suggests that the standard
errors used in the NRC report are far too small.
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Table 3b replicates the exercise of Table 3a, but now uses the cluster cor-
rection for standard errors (on state). Table 3b suggests that clustering standard
errors does not excessively reduce significance, as the NRC panel feared. In
fact, the percentages of ‘‘significant’’ estimates produced in all three versions
of the test still lie well beyond the 5% threshold. Similar results are foundwhen
we replicate Tables 3a and b while employing the dummymodel instead of the
hybrid model (we do not show those results here). All these tests show that if
we do not cluster the standard errors, the likelihood of obtaining significant
estimates is astonishingly (and unreasonably) high. The conclusion we draw
from this exercise is that clustering is clearly needed to adjust the standard

Table 3a. Hybrid Model—Percentage of Significant Estimates (at the 5%
Level)—Using Updated 2009 County-Level Data—Lott-Mustard Controls,
without Clustered Standard Errors, 1977–2006 (without 1993 Data)a

Dummy
Variable (%)

Trend
Variable (%)

1. All 50 states þ DC Murder 50.2 67.4
Robbery 56.7 65.6

2. Exact 32 states Murder 64.2 71.9
Robbery 59.8 67.2

3. Random 32 states Murder 57.8 59.9
Robbery 70.6 74.2

aSimulation based on NRC with-controls model, which, similar to above estimations, includes year and county
fixed effects, and weighting by county population. The control variables (adopted from the Lott-Mustard model)
include arrest rate, county population, population density, per capita incomemeasures, and thirty-six demographic
composition measures indicating the percentage of the population belonging to a race-age-gender group.

Table 3b. Hybrid Model—Percentage of Significant Estimates (at the 5%
Level)—Using Updated 2009 County-Level Data—Lott-Mustard Controls, with
Clustered Standard Errors, 1977–2006 (without 1993 Data)a

Dummy Variable (%) Trend Variable (%)

1. All 50 states þ DC Murder 8.9 11.5
Robbery 8.1 8.1

2. Exact 32 states Murder 10.0 11.0
Robbery 9.2 7.1

3. Random 32 states Murder 11.2 13.5
Robbery 10.3 8.8

aSimulation based on NRC with-controls model, which, similar to above estimations, includes year and county
fixed effects, and weighting by county population. The control variables (adopted from the Lott-Mustard model)
include arrest rate, county population, population density, per capita incomemeasures, and thirty-six demographic
composition measures indicating the percentage of the population belonging to a race-age-gender group.
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errors in these panel data regressions. Accordingly, we will use this clustering
adjustment for all remaining regressions in this article.

5.3. Does Clustering Influence the Results?

To get a sense of how clustering would have changed the NRC�s esti-
mates, we run the NRC model with standard errors clustered on state using
our county-level data. Table 4 shows that clustering the standard errors in
this model eliminates most of the statistical significance we saw in Table 2c
(the same model but without clustering). Importantly, the significance of the
negative coefficients for murder disappears. On this basis, one might suspect
that had this set of results been used, the conclusions of the panel may have
been quite different. These estimates—which we believe are now more
accurate—provide no support for the claim that RTC laws reduce crime
and, in fact, reveal evidence that aggravated assault, auto theft, and larceny
all rise by between 9 and 14%. While this might suggest that RTC laws
increase crime, the auto theft and larceny results do not readily comport with
any plausible theory about the impact of RTC laws, and so we would proceed

Table 4. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors, All Crimes,
1977–2000 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.80 9.82 8.96* 5.44 13.60** 4.36 12.90***
6.25 11.20 5.33* 5.53 5.83** 3.58 3.97***

2. Spline model �0.26 0.48 1.10 0.26 1.50* 0.30 1.16
0.80 1.22 0.81 0.85 0.83* 0.50 0.82

3. Hybrid model
Post-passage dummy �3.98 11.40 6.34 6.39 10.60* 4.53 11.80***

7.08 10.20 4.43 5.69 6.18* 3.92 2.95***

Trend effect 0.04 �0.38 0.63 �0.23 0.70 �0.04 0.28
0.89 0.86 0.76 0.81 0.77 0.49 0.65

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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with caution in interpreting those results (even if we hadmore confidence in the
Lott-Mustard model than we do given the concern over omitted variables).17

6. Debate over the Inclusion of Linear Trends

An important issue that the NRC did not address was whether there was
any need to control for state-specific linear trends. Inclusion of state trends
could be important if, for example, a clear pattern in crime rates existed be-
fore a state adopted an RTC law that continued into the post-passage period.
In contrast, there is also a potential danger in using state-specific trends if
their inclusion inappropriately extrapolates a temporary swing in crime long
into the future. Lott and Mustard (1997) never controlled for state-specific
trends in analyzing handgun laws, while Moody and Marvell (2008) always
controlled for these trends. Ayres and Donohue (2003b) presented evidence
with and without such trends.

Table 5 replicates the NRC�s full model (with the appropriate clustering
adjustment) from Table 4 while adding linear state trends to this county-data
model. Strikingly, Table 5 suggests that RTC laws increase aggravated as-
sault by roughly 3% each year, but no other statistically significant effect is
observed. Thus, the addition of state trends eliminates the potentially prob-
lematic result of RTC laws increasing property crimes, which actually
increases our confidence in these results. Certainly, an increase in gun car-
rying and prevalence induced by an RTC law could well be thought to spur
more aggravated assaults. Nonetheless, one must at least consider whether the
solitary finding of statistical significance is merely the product of running
seven different models, is a spurious effect flowing from a bad model, or
reflects some other anomaly (such as changes in the police treatment of

17. Lott andMustard offered a crime substitution theory based on a view that if RTC
laws reduced robbery (because criminals feared encountering armed victims), the crim-
inals might turn to property crimes that were less likely to result in armed resistance. Note,
though, that Table 4 gives no support for a robbery reduction effect, so the premise of the
crime substitution story is not supported.
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domestic violence cases, which could confound the aggravated assault
results).18

7. Extending the Data through 2006

Thus far, we have presented panel data regression results for the period 1977–
2000. Since more data are now available, we can further test the strength of the
MGLC premise over time by estimating the NRC Lott-Mustard covariates spec-
ification on data extended through 2006. Table 6a presents our estimates (with
clustering), which can be compared with Table 4 (which also clusters the standard
errors in the main NRC model, but is estimated on the shorter time period).

Table 5. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors and State
Trends, All Crimes, 1977–2000 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�6.17 �10.80 3.00 �5.31 0.21 �5.19 �0.40
5.31 8.27 3.60 5.66 5.85 3.55 3.04

2. Spline model �1.21 �2.64 3.02** �0.06 0.82 0.00 1.18
1.46 3.48 1.23** 2.26 1.27 1.29 1.12

3. Hybrid model
Post-passage

dummy
�5.14 �8.28 �0.64 �5.69 �0.83 �5.63 �1.95
5.07 5.65 3.79 6.28 5.99 3.95 3.25

Trend effect �0.87 �2.09 3.06** 0.32 0.88 0.38 1.31
1.43 3.28 1.29** 2.42 1.30 1.40 1.19

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.

18. We tested this theory by creating a new right-hand side dummy variable that iden-
tified if a state passed legislation requiring law enforcement officials to submit official reports
of all investigated domestic violence cases. Eight states have passed this legislation of which
we are aware: Florida (1984), Illinois (1986), Louisiana (1985), New Jersey (1991), North
Dakota (1989), Oklahoma (1986), Tennessee (1995), and Washington (1979). We included
this dummy variable when running both the NRC specification (through 2000) and our pre-
ferred specification (through 2006), and found that this dummy indicator of domestic violence
reporting statutes did not undermine the finding that RTC laws increase aggravated assaults.
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This comparison reveals that the additional six years of data somewhat
strengthen the evidence that RTC laws increase aggravated assault, auto
theft, burglary, and larceny. Table 6b simply adds state trends to the Table

Table 6a. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors, All Crimes,
1977–2006 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�5.44 10.40 11.40** 3.10 14.40** 7.48* 12.90***
5.91 13.20 4.84** 4.47 6.65** 3.85* 3.96***

2. Spline model �0.28 0.61 1.05 0.39 0.99 0.44 1.07**
0.60 1.03 0.69 0.54 0.61 0.43 0.51**

3. Hybrid model
Post-passage

dummy
�5.35 9.77 8.39** 1.69 12.60** 6.99* 10.10***
6.05 12.00 3.48** 5.43 5.91** 3.99* 3.68***

Trend effect �0.02 0.14 0.65 0.30 0.39 0.10 0.59
0.61 0.74 0.63 0.65 0.47 0.44 0.49

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 6b. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors and State
Trends, All Crimes, 1977–2006 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�4.45 �13.00 3.44 �0.22 3.81 �0.77 1.51
4.44 8.14 3.13 5.48 4.84 3.53 3.10

2. Spline model �0.96 �4.51 1.72* �0.95 �0.91 �0.82 �0.66
0.96 3.74 0.94* 1.60 1.10 1.04 0.87

3. Hybrid model
Post-passage

dummy
�3.98 �10.70 2.53 0.31 4.36 �0.32 1.89
4.55 7.01 3.09 5.55 4.67 3.64 3.08

Trend effect �0.86 �4.26 1.66* �0.96 �1.01 �0.82 �0.70
0.98 3.69 0.93* 1.62 1.08 1.07 0.89

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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6a models, which can then be compared to Table 5 (clustering, state trends,
and 1977–2000 data). Collectively, these results suggest that the added six
years of data do not appreciably change the results from the shorter period.
The inclusion of state trends on the longer data set renders all estimates in-
significant except for the evidence of marginally significant increases in ag-
gravated assault.

8. Revising the Lott-Mustard Specification

We have already suggested that the Lott-Mustard specification that the
NRC employed is not particularly appealing along a number of dimensions.
The most obvious problem—omitted variable bias—has already been al-
luded to: the Lott and Mustard (1997) model had no control for incarcera-
tion, which Wilson considered to be one of the most important influences on
crime in the last twenty years. In addition to a number of important omitted
variables, the Lott-Mustard model adopted by the NRC includes a number of
questionable variables, such as the highly dubious ratio of arrests to murders,
and the thirty-six (highly collinear) demographic controls.19

To explore whether these specification problems are influencing the regres-
sion estimates, we revise the NRCmodels in a number of ways. First, we drop
the flawed contemporaneous arrest rate variable and add in two preferable
measures of state law enforcement/deterrence: the incarceration rate and
the rate of police.20 Second, we add two additional controls to capture eco-
nomic conditions: the unemployment rate and the poverty rate, which are also
state-level variables. Finally, mindful of Horowitz�s admonition that the Lott-
Mustard model might have too many variables (including demographic con-
trols that are arguably irrelevant to the relationship between the guns and
crime, and may have a spurious, misleading effect), we decided not to follow
the NRC in using the thirty-six demographic controls employed by Lott-Mus-
tard. Instead, we adhered to the more customary practice in the econometrics
of crime and controlled only for the demographic groups considered to bemost

19. For extended discussion on the abundant problems with this pseudo arrest rate,
see Donohue and Wolfers (forthcoming).

20. We also estimated the model with the arrest rate (lagged by one year to avoid
endogeneity concerns), and the results were qualitatively similar.
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involved with criminality (as offenders and victims), namely the percentage of
black and white males between ages ten and thirty years in each county.21

The resultswith this new specification are presented inTables 7a and b (which
correspond to Tables 6a and b estimated using the Lott-Mustard specification).
In particular, one sees a strong adverse shift for murder. Note that had the NRC
panel used our preferred specification while maintaining its view that neither
clustering nor controls for state trends are needed, then we would have over-
whelming evidence that RTC laws increase crime across every crime category.
We do not show these regression results since we are convinced that clustering is
needed, although of course when we cluster in Table 7a, the point estimates
remain the same (while significance is drastically reduced).

It would indeed be a troubling state of the world if the NRC view on clustering
(and linear trends) were correct, for in that event, RTC laws would increase every
crime category other than murder by 20–40% (the dummy model) or increase it
by 2–4% every year (the splinemodel)—all at the 0.01 level.22 In fact, the version
of Table 7a in which the standard errors are not adjusted by clustering generates
a finding that RTC laws increase murder at the 0.10 level in the spline model and
at the 0.05 level in the trend term of the hybrid model. When we do cluster,
however, as shown in Table 7a, we are left with large positive point estimates
but far fewer significant results: Nonetheless, this more reasonable specification
suggests that RTC laws increase aggravated assault, robbery, and larceny. Inter-
estingly, adding state trends in Table 7b wipes out all statistical significance.

This discussion again highlights how critical the choices of clustering and
state trends are to an assessment of RTC laws. Using neither, the data suggest
these laws are harmful. With only clustering, RTC laws show (marginally
significant) signs of increases for two violent crime categories as well as for
larceny. In our preferred specification (without state trends), the effect of
RTC laws on murder seems to basically be zero. With both clustering

21. To test the robustness of this specification to alternations in the demographic
controls used, we also estimated the following models: Only black men between ages
ten and forty years; black, white, and Hispanic men between ages ten and forty years;
only black men between ages ten and thirty years; black and white men between ages
ten and thirty years; and black, white, and Hispanic men between ages ten and forty years.
The results were again qualitatively similar across our tests.

22. These results are not presented here since standard errors clustered on state are
clearly needed. The authors can provide these results upon request.
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and state trends, all statistically significant effects are wiped out. The only
conclusion from both the NRC/Lott-Mustard model and our preferred spec-
ification (on county data) is that there is no robust evidence that RTC laws

Table 7a. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Preferred Controls, with Clustered Standard Errors, All Crimes,
1977–2006 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�0.44 21.30 21.60 19.30 24.80 26.60 29.50
7.13 19.40 19.00 14.50 21.10 22.40 26.00

2. Spline model 0.31 2.34 3.16 2.64* 3.12 3.59 4.20
0.79 1.83 1.89 1.46* 2.11 2.27 2.61

3. Hybrid model
Post-passage

dummy
�2.72 12.60 7.40 7.92 12.00 11.10 10.90
6.96 15.40 15.80 12.10 16.80 18.20 20.50

Trend effect 0.45 1.70 2.78* 2.24* 2.51 3.03 3.64*
0.81 1.39 1.62* 1.27* 1.74 1.94 2.15*

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 7b. Estimated Impact of RTC Laws—Using Updated 2009 County-Level
Data—with Preferred Controls, with Clustered Standard Errors and State Trends,
All Crimes, 1977–2006 (without 1993 Data)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.11 �15.50 0.02 1.15 1.89 �3.98 �3.22
4.81 10.80 9.70 7.25 9.89 10.90 12.50

2. Spline model �0.41 �6.69 0.61 �0.82 �0.97 �1.92 �2.25
1.31 4.77 2.44 2.28 2.66 2.83 3.15

3. Hybrid model
Post-passage

dummy
�2.97 �13.00 �0.22 1.48 2.29 �3.25 �2.35
5.08 9.98 10.30 7.64 10.40 11.50 13.10

Trend effect �0.35 �6.46 0.61 �0.85 �1.01 �1.87 �2.21
1.35 4.76 2.54 2.35 2.76 2.96 3.29

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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provide any net benefits, and there is a greater likelihood that RTC laws may
cause either some or a great deal of harm.

9. State versus County Crime Data

In their initial study, Lott andMustard (1997) tested theMGLC hypothesis
by relying primarily on county-level data from the FBI�s UCR.23 These FBI
reports present yearly estimates of crime based on monthly crime data from
local and state law enforcement agencies across the country. The NRC report
followed Lott and Mustard in this choice and presented regression estimates
using only county data. Unfortunately, according to criminal justice re-
searcher Michael Maltz, the FBI�s county-level data are highly problematic.

The major problem with county data stems from the fact that law enforcement
agencies voluntarily submit crime data to the FBI. As a result, the FBI has little
control over the accuracy, consistency, timeliness, and completeness of the data it
uses to compile the UCR reports. In a study published in the Journal of Quan-
titative Criminology, Maltz and Targonski (2002) carefully analyzed the short-
comings in the UCR data set and concluded that UCR county-level data are
unacceptable for evaluating the impact ofRTC laws. For example, inConnecticut,
Indiana, and Mississippi, over 50% of the county-level data points are missing
crime data for more than 30% of their populations (Maltz and Targonski, 2002).
In another thirteen states, more than 20% of the data points have gaps of similar
magnitude. Based on their analysis, Maltz and Targonski (2002) concluded that:

County-level crime data cannot be used with any degree of confidence . . .. The crime
rates of a great many counties have been underestimated, due to the exclusion of large
fractions of their populations from contributing to the crime counts. Moreover, counties
in those states with the most coverage gaps have laws permitting the carrying of con-
cealed weapons. How these shortcomings can be compensated for is still an open ques-
tion . . . it is clear, however, that in their current condition, county-level UCR crime
statistics cannot be used for evaluating the effects of changes in policy. (p. 316–17)

Because of the concerns raised about county-level crime data, it is prudent to
test our models on state-level data. According to Maltz and Targonski (2003),
state-level crime data are less problematic than county-level data because the

23. Lott andMustard present results based on state-level data, but they strongly endorse
their county-level over their state-level analysis: ‘‘the very different results between state- and
county-level data should make us very cautious in aggregating crime data and would imply
that the data should remain as disaggregated as possible’’ (Lott and Mustard, 1997, p. 39).
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FBI�s state-level crime files take into account missing data by imputing all miss-
ing agency data. County-level files provided by National Archive of Criminal
Justice Data, however, impute missing data only if an agency provides at least
six months of data; otherwise, the agency is dropped completely (Maltz, 2006).
As with our estimations using county-level data, we compiled our state-level
data from scratch, and will refer to it as ‘‘Updated 2009 State-Level Data.’’

Unsurprisingly, the regression results reproduced using state-level data are
again different from the NRC committee�s estimates using county-level data.
This is shown in Table 8a, which presents the results from the NRC�s spec-
ification (the Lott-Mustard model) on state data, with the cluster adjustment.24

Table 8b simply adds state trends. When we compare these state-level esti-
mates to the county-level estimates (using the updated 2009 county-level data
set), we see that there are marked differences. Considering the preceding dis-
cussion on the reliability—or lack thereof—of county data, this result is un-
surprising. Importantly, state-level data through 2006 show not a hint of
statistically significant evidence that RTC laws reduce murder.25 None of
the state results is robust to the addition or exclusion of state linear trends.

Tables 9a and b below repeat Tables 8a and b, but use the model with our
preferred set of explanatory variables instead of the Lott and Mustard (1997)
model. The main question raised by these estimations is whether state trends
are needed in the regression models. If not, there is evidence that RTC laws
increase assault and larceny. If state trends are needed, some muddiness returns
but RTC laws appear to increase aggravated assault, while declines in rape are
marginally significant.

10. Additional Concerns in the Evaluation of Legislation Using
Observational Data

We now turn to three critical issues that must be considered when using
panel data to evaluate the impact of legislation and public policy (and gun

24. Our placebo test on county data showed that standard errors needed to be ad-
justed by clustering. In Appendix A, we again find that clustering is needed for state data.
Thus, all our state-level estimates include clustering.

25. We also estimate the model on data through 2000 (the last year in the NRC report),
though those results are not shown here. The results similarly do show not any statistically
significant evidence that RTC laws reduce murder. Moreover, we also estimate the NRC’s
no-controls model on the state-level data. See Appendix B for these results.
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Table 8b. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors and State
Trends, All Crimes, 1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.32 �3.33 �1.12 �3.36 2.64 �1.93 1.21
3.47 2.20 2.78 3.04 2.71 1.37 1.07

2. Spline model 0.42 0.34 2.49*** 0.46 �1.95*** 0.35 0.39
0.82 0.88 0.61*** 1.00 0.72*** 0.79 0.60

3. Hybrid model
Post-passage

dummy
�3.83 �3.78 �3.33 �3.90 4.51 �2.33 0.92
3.58 2.42 2.84 3.10 2.85 1.62 1.28

Trend effect 0.61 0.54 2.67*** 0.66 �2.19*** 0.47 0.35
0.81 0.92 0.63*** 1.00 0.77*** 0.83 0.64

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 8a. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Lott-Mustard Controls, with Clustered Standard Errors, All Crimes,
1977—2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�4.94 �5.04** 1.44 �6.96** 0.31 �4.97** 2.32
3.61 2.29** 4.11 2.90** 3.98 2.22** 1.58

2. Spline model �0.03 �0.49 0.80 �0.16 �0.87** �0.44 0.40
0.54 0.33 0.66 0.60 0.42** 0.45 0.29

3. Hybrid model
Post-passage

dummy
�5.62 �3.77 �1.69 �7.41** 4.00 �3.92* 1.03
4.25 2.36 3.26 3.59** 4.88 2.03* 1.80

Trend effect 0.19 �0.35 0.86 0.12 �1.02** �0.29 0.36
0.58 0.36 0.64 0.64 0.50** 0.46 0.32

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables (adopted from the Lott-Mustard model) include arrest
rate, county population, population density, per capita income measures, and thirty-six demographic composition
measures indicating the percentage of the population belonging to a race-age-gender group.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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Table 9a. Estimated Impact of RTCLaws—UsingUpdated 2009 State-Level Data
—with Preferred Controls, with Clustered Standard Errors, All Crimes, 1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�2.93 �0.62 5.05 5.36 7.03 2.24 6.72**
3.94 3.76 3.71 4.28 6.05 3.00 2.98**

2. Spline model �0.16 �0.44 1.09* 0.64 0.45 0.00 0.57
0.61 0.54 0.60* 0.75 0.62 0.39 0.46

3. Hybrid model
Post-passage

dummy
�2.75 1.71 0.15 3.09 6.29 2.82 5.22*
3.75 3.52 3.56 4.74 5.49 3.21 3.05*

Trend effect �0.04 �0.52 1.09* 0.50 0.17 �0.13 0.34
0.63 0.56 0.63* 0.83 0.56 0.43 0.50

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 9b. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with Clustered Standard Errors and State Trends,
All Crimes, 1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

0.54 �3.61* �2.03 2.40 8.17* 1.51 1.89
2.72 1.83* 3.05 3.67 4.16* 2.18 1.83

2. Spline model 0.83 0.08 3.10** 0.51 �1.84** �0.22 �0.15
0.87 0.79 0.81** 1.29 0.82** 0.88 0.74

3. Hybrid model
Post-passage

dummy
0.11 �3.70* �3.68 2.17 9.26** 1.65 1.99
2.86 1.96* 3.15 3.96 4.24** 2.41 1.97

Trend effect 0.83 0.19 3.21*** 0.44 �2.11** �0.27 �0.20
0.89 0.79 0.82*** 1.35 0.84** 0.91 0.77

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include
incarceration and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate,
poverty rate, county population, population density, per capita income, and six demographic composition
measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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laws in particular). First, we discuss the possibility of difficult-to-measure
omitted variables, and how such variables can shape estimates of policy im-
pact. We are particularly concerned with how the crack epidemic of the
1980s and 1990s may bias results in the direction of finding a beneficial
effect. Second, we explore pre-adoption crime trends in an attempt to exam-
ine the plausibly endogenous adoption of RTC legislation. Finally, given
that the intent of right-to-carry legislation is to increase gun-carrying in
law-adopting states, we explore whether these lawsmay have had a particular
effect on gun-related assaults (which is the one crime category that has gen-
erated somewhat consistent results thus far).

10.1. Further Thoughts on Omitted Variable Bias

As discussed above, we believe it is likely that the NRC�s estimates of the
effects of RTC legislation are marred by omitted variable bias. In our attempt
to improve (at least to a degree) on the original Lott-Mustard model, we in-
cluded additional explanatory factors, such as the incarceration and police
rates, and removed extraneous variables (such as unnecessary and collinear
demographic measures). We recognize, however, that there are additional
criminogenic influences for which we cannot fully control. In particular,
we suspect that a major shortcoming of all the models presented is the inability
to account for the possible influence of the crack cocaine epidemic on crime.26

26. Although Lott and Mustard (1997) do make a modest attempt to control for the po-
tential influence of crack cocaine through the use of cocaine price data based on the U.S. Drug
EnforcementAdministration’sSTRIDEdata,wefindtheirapproachwantingforboththeoretical
and empirical reasons. First, a control for crack should capture the criminogenic influence of the
cracktradeoncrime.Weknowthatprior to1985, therewasnosuchinfluenceinanystateandthat
after some point in the early to mid-1990s this criminogenic influence declined strongly. Since
there is little reason to believe that cocaine prices would be informative on the criminogenic in-
fluenceofcrackinparticulargeographicareas, it ishardtoseehowthecocainepricedatacouldbe
a useful control. Second, the data that Lott andMustard use are themselves questionable. Hor-
owitz (2001) argues forcefully that STRIDEdata are not a reliable sourceof data for policy anal-
yses of cocaine. The data are mainly records of acquisitions made to support criminal
investigations in particular cities, and are not a random sample of an identifiable population.
Moreover, since the STRIDE data are at the city level, we are not sure how this would be used
inacounty-levelanalysis.Thedatawerecollectedfortwenty-onecities,whilethereareoverthree
thousandcounties intheUnitedStates. Inaddition, thedataaremissingfor1988and1989,which
arecrucialyears in theriseof thecrackepidemic inpoorurbanareas.LottandMustarddrop those
years of analysis when including cocaine prices as a control.
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Many scholars now suggest that rapid growth in the market for crack co-
caine in the late 1980s and the early 1990s was likely one of the major influ-
ences on increasing crime rates (and violent crimes in particular) during this
period (Levitt, 2004). Moreover, the harmful criminogenic effect of crack
was likely more acute in urban areas of states slow to adopt RTC laws.
Meanwhile, many rural states adopted such laws during this era. If this
was indeed the case, this divergence between states could account for much
of the purported ‘‘crime-reducing’’ effects attributed by Lott and Mustard to
gun laws (which were then supported by scholars such as James Q. Wilson).
The regression analysis would then identify a relationship between rising
crime and the failure to adopt RTC legislation, when the actual reason
for this trend was the influence of crack (rather than the passage of the
RTC law).

We now explore how results from our main models vary when we restrict
the analysis to the time periods before and after the peak of the American
crack epidemic. According to Fryer et al. (2005), the crack problem through-
out most of the country peaked at some point in the early 1990s. Coinciden-
tally, the original Lott-Mustard period of analysis (1977–1992) contains
years that likely represent the height of crack-induced crime problem. With
this in mind, we run our main regressions after breaking up our data set into
two periods: the original Lott-Mustard period of analysis (1977–1992) and
the post–Lott-Mustard period (1993–2006). We first present the results for
the era that includes the crack epidemic (1977–1992) on our preferred
model. We run these regressions (with clustered standard errors) on
state-level data, with and without state trends. These results are presented
in Tables 10a and b. We then estimate the same models on the post-crack
period (see Tables 11a and b).

Note that the regression results in Table 10 from the initial Lott-Mustard
sixteen-year time period (1977–1992) do suggest that rape, robbery, and aggra-
vated assault are dampened by RTC laws if state trends are not needed and that
murder may have declined if state trends are needed. If we look at the following
fourteen-year period from 1993 to 2006 in Table 11, however, the conclusion
flips around: Now, there is evidence that all four violent crimes rosewhen states
adopted RTC laws. This evidence supports the theory that the Lott-Mustard find-
ing was likely the result of the crime-raising impact of crack in non-RTC states.

Figure 8 depicts a measure of crack prevalence for the period 1980–2000 in
the five states with the greatest crack problem as well as the five states with the
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Table 10b. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with State Trends and Clustered Standard Errors,
All Crimes, 1977–1992a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�5.61 �4.14 �2.02 �3.78 �0.04 �3.05 1.28
3.57 3.61 3.70 4.25 3.84 2.23 1.96

2. Spline model �5.41** 0.27 �0.05 �4.35* �1.62 �2.36 0.37
2.45** 1.11 1.17 2.48* 2.20 1.43 1.15

3. Hybrid model
Post-passage

dummy
2.47 �6.67* �2.89 3.08 3.17 0.18 1.16
4.31 3.52* 5.10 6.91 4.98 4.26 2.02

Trend effect �6.01** 1.88 0.65 �5.10 �2.38 �2.41 0.09
2.51** 1.18 1.84 3.30 2.64 2.11 1.26

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 10a. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with Clustered Standard Errors, All Crimes,
1977–1992a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.69 �12.10*** �6.55 �4.85 7.28 �3.73 0.12
3.81 3.41*** 4.66 4.07 4.73 2.45 1.52

2. Spline model �0.88 �2.87*** 0.52 �2.28*** 0.51 �0.34 �0.10
1.44 0.80*** 1.70 0.72*** 1.13 0.83 0.33

3. Hybrid model
Post-passage

dummy
�2.32 �7.59** �11.80** 1.08 9.07* �4.37 0.54
4.70 3.01** 5.64** 5.32 4.61* 3.87 1.82

Trend effect �0.56 �1.83*** 2.13 �2.42** �0.73 0.26 �0.17
1.67 0.59*** 1.47 1.08** 0.85 0.97 0.42

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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Table 11b. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with State Trends and Clustered Standard Errors,
All Crimes, 1993–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

3.12 0.27 2.38 3.81 2.83 0.89 0.33
3.62 2.66 2.59 3.33 3.39 2.19 1.83

2. Spline model �1.99 2.61** 4.34*** �0.17 �5.53* �0.71 �1.49
2.00 1.16** 1.53*** 1.89 2.77* 1.74 1.31

3. Hybrid model
Post-passage

dummy
4.04 �0.75 0.79 4.04 5.12 1.20 0.93
3.87 2.46 2.40 3.48 3.43 2.29 1.98

Trend effect �2.44 2.69** 4.25** �0.62 �6.10** �0.84 �1.59
2.10 1.14** 1.61** 1.95 2.99** 1.80 1.42

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table 11a. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with Clustered Standard Errors, All Crimes,
1993–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

3.12 �3.47 1.36 3.64 2.46 3.58 0.27
3.61 2.47 3.54 4.89 4.50 2.57 2.74

2. Spline model 1.11* �0.21 1.91** 1.78** �0.30 0.35 0.08
0.63* 0.68 0.74** 0.87** 0.80 0.71 0.55

3. Hybrid model
Post-passage

dummy
2.36 �3.35 0.03 2.42 2.70 3.37 0.22
3.82 2.46 4.05 4.73 4.33 2.57 2.76

Trend effect 1.09* �0.17 1.91** 1.75** �0.34 0.31 0.08
0.64* 0.67 0.76** 0.87** 0.77 0.70 0.55

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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least crack, according to Fryer et al. (2005). Figure 9 shows the murder rates
over time for these two sets of states. We see that crime rose in the high-crack
states when the crack index rises in the mid-to-late 1980s, but that the crack
index does not turn down in those states at the time crime started to fall.

Figure 8. Prevalence of Crack in the Five Most and the Five Least Crack-
Affected States.

Figure 9. Murder Rates in the FiveMost and the Five Least Crack-Affected States.
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Apparently, the rise of the crack market triggered a great deal of violence but
once the market stabilized, the same level of crack consumption could be main-
tained while the violence ebbed.

Of course, omitting an appropriate control for the criminogenic influence
of crack is problematic if the high-crack states tend not to adopt RTC laws
and the low-crack states tend to adopt. This is in fact the case: All the five
‘‘high-crack’’ states are non-RTC states during this period, whereas four of the
five ‘‘low-crack’’ states are RTC states (all four adopted an RTC law by
1994).27 The only exception is Nebraska, a state that did not adopt an
RTC law until 2007, which is outside the scope of our current analyses.28

Table 12. Population-Weighted Statistics of RTC-Adopting States between
1977 and 1990a

State
Year of RTC
Law Adoption Murder Rate Crack Index

Indiana 1980 6.53 0.17
Maine 1985 2.53 �0.04
North Dakota 1985 1.29 0.01
South Dakota 1986 2.10 �0.03
Florida 1987 11.73 0.67
Virginia 1988 7.90 0.65
Georgia 1989 12.28 0.92
Pennsylvania 1989 5.73 0.65
West Virginia 1989 5.65 0.32
Idaho 1990 3.56 0.30
Mississippi 1990 11.65 0.25
Oregon 1990 4.85 0.76

Notes: Source—Fryer et al. (2005) and Bureau of Justice Statistics (2009).
aThe crack index data come from the Fryer et al. (2005) study, which constructs the index based on several
indirect proxies for crack use, including cocaine arrests, cocaine-related emergency room visits, cocaine-
induced drug deaths, crack mentions in newspapers, and Drug Enforcement Administration drug busts. The
article does suggest that these values can be negative. The state with the lowest mean value of the crack index
over our data period is Maine (�0.04) and the state with the highest mean value is NewYork (1.15). (The article
does suggest that the crack index values can be negative.)

27. New Mexico, one of the five highest crack states, adopted its RTC law in 2003.
Wyoming and Montana adopted RTC laws in 1994 and 1991, respectively. North Dakota
and South Dakota adopted their laws prior to the start of our data set (pre-1977), although
the dates are contested (Lott and Mustard, 1997; Moody and Marvell, 2008).

28. In fact, out of the ten states with the lowest crack cocaine index, seven adopted
an RTC law by 1994. The exceptions are Nebraska, Minnesota (2003), and Iowa (no RTC
law).
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Moreover, as Table 12 reveals, the twelve states that adopted RTC laws
during the initial Lott-Mustard period (1977–1992) had crack levels substan-
tially below the level of the five high-crack states shown in Figures 8 and 9.
None of the RTC adopters shown in Table 12 has an average crack index
value that even reaches 1, while Figure 9 reveals that the high-crack states
had a crack level in the neighborhood of 4 or 5.

In other words, over the initial Lott-Mustard period of analysis (ending in
1992), the criminogenic influence of crack made RTC laws look beneficial
since crack was raising crime in non-RTC states. In the later period, crime fell
sharply in the high-crack states, making RTC states look bad in comparison.
Therefore, the effects estimated over this entire period will necessarily water
down the initial Lott-Mustard results. The hope is that estimating the effect
over the entire period will wash out the impact of the omitted variable bias
generated by the lack of an adequate control for the effect of crack.

10.2. Endogeneity and Misspecification Concerns

To this point, our analysis has remained within the estimation framework
common to the NRC/Lott-Mustard analyses, which implicitly assumes that
passage of RTC legislation in a given state is an exogenous factor influenc-
ing crime levels. Under this assumption, one can interpret the estimated co-
efficient as an unbiased measure of RTC laws’ collective impact.

We probe the validity of this strong claim by estimating a more flexible year-
by-year specification, adding pre- and post-passage dummy variables to the
analysis.29 Pre-passage dummies can allow us to assess whether crime trends
shift in unexpectedways prior to the passage of a state’s RTC law.Autor, Dono-
hue, and Schwab (2006) point out that when analyzing the impact of state-level
policies using panel data, onewould ideally see lead dummies that are near zero.
The graphs that we present below, though, suggest the possible presence of
systematic differences between RTC law adopters that can complicate or thwart
the endeavor of obtaining clean estimates of the impact of RTC laws.

Figures 10–13 present the results from this exercise in graphical form.
Using our preferred model as the base specification, we introduce dummies
for the eight years preceding and the first eight years following adoption. We

29. In Appendix C, we further analyze the issue of misspecification and model fit by
analyzing residuals from the regression analysis.
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first estimate this regression for each violent crime category over the full
sample of RTC states. However, because of the presence of one state that
adopted its RTC law just three years after our data set begins, and eight states
that adopted laws within the five years before our data set ends, we have nine

Figure 10. Normalized Year-by-Year Estimates of the Impact of RTC Laws on
Murder.
Notes: Estimations include year and county fixed effects, state trends, and are
weighted by county population. The control variables include incarceration and
police rates, unemployment rate, poverty rate, county population, population
density, per capita income, and six demographic composition measures.

Figure 11. NormalizedYear-by-YearEstimatesof the ImpactofRTCLawsonRape.
Notes: Estimations include year and county fixed effects, state trends, and areweighted
by county population. The control variables include incarceration and police rates,
unemployment rate, poverty rate, county population, population density, per capita
income, and six demographic composition measures.
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states that cannot enter into the full set of pre- and post-adoption dummy
variables. Because Ayres and Donohue (2003a) showed that the year-by-
year estimates can jump wildly when states drop in or out of the individual
year estimates, we also estimate the year-by-year model after dropping out

Figure 12. Normalized Year-by-Year Estimates of the Impact of RTC Laws on
Assault.
Notes: Estimations include year and county fixed effects, state trends, and are
weighted by county population. The control variables include incarceration and
police rates, unemployment rate, poverty rate, county population, population
density, per capita income, and six demographic composition measures.

Figure 13. Normalized Year-by-Year Estimates of the Percent Change in
Robbery.
Notes: Estimations include year and county fixed effects, state trends, and are
weighted by county population. The control variables include incarceration and
police rates, unemployment rate, poverty rate, county population, population
density, per capita income, and six demographic composition measures.
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the earliest (1980) and latest (post-2000) law-adopting states. In this separate
series of regressions, our estimates of the full set of lead and lag variables are
based on the set of all twenty-five adopters between 1985 and 1996.30

Unfortunately, the graphs raise concerns about the presence of endoge-
nous adoption that complicate our thinking about the influence of RTC laws
on violent crime. If one looks at the four lines in Figure 10, one sees four
different sets of year-by-year estimates of the impact of RTC laws on mur-
der. The lines have been normalized to show a zero value in the year of
adoption of an RTC law. Let us begin with the bottom line (looking at
the right-hand side of the figure) and the line just above it. The lower line
represents the naive year-by-year estimates from the preferred model esti-
mated on the 1977–2006 period, while the line just above it drops out the
early and late adopters, so that the estimated year-by-year estimates are
based on the ‘‘clean’’ sample of twenty-five adopters for which complete
data are available from eight years prior to adoption through eight years after
adoption. One immediately sees that the trimmed estimates are different and
less favorable to the MGLC hypothesis, as evidenced by the higher values in
the post-passage period. They also look superior in the pre-passage period in
that on average the pre-passage dummies are closer to zero for the trimmed
set of estimates (the mean of the pre-passage dummies is x for the trimmed
estimate and Y for the naive estimate).31

How should we interpret these trimmed sample estimates? One possibility
is to conclude that on average the pre-passage estimates are reasonably close
to zero and then take the post-passage figures as reasonable estimates of the
true effect. If we do this, none of the estimates would be statistically signif-
icant, so one could not reject the null hypothesis of no effect. But note that
the pre-passage year-to-year dummies show an oscillating pattern that is not
altogether different from what we see for the post-passage values. Without

30. The states that drop out (with dates of RTC law passage in parentheses) include
Indiana (1980), Michigan (2001), Colorado (2003), Minnesota (2003), Missouri (2003),
New Mexico (2003), Ohio (2004), Kansas (2006), and Nebraska (2006).

31. Note that this bias in favor of a deterrent effect for murder would also be op-
erating in the aggregate estimates, further suggesting that the true aggregate estimates
would be commensurately less favorable for the deterrence hypothesis than the ones
we presented earlier in this article—and in all other articles providing unadjusted aggre-
gate estimates.
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the odd drop when moving from Year 4 to Year 5 and subsequent rise in
values through Year 8, the zero effect story would seem more compelling,
but perhaps the drop merely reflects a continuation of the pre-passage oscil-
lations, which are clearly not the product of the passage of RTC laws.32

Perhaps what is most important is not the oscillations but rather the trend
just prior to passage. This might suggest that rising crime in fact increases the
likelihood that a state would adopt an RTC law. In particular, since murder is
typically the crime most salient in the media, we suspect it has the greatest
effect on implementation of purported crime control measures such as RTC
legislation. Of course, this would suggest an endogeneity problem that
would also likely lead to a bias in favor of finding a deterrent effect. The
mechanism driving this bias would presumably be that rising crime strength-
ens the National Rifle Association’s push for the law, and the mean reversion
in crime would then falsely be attributed to the law by the naive panel data
analysis (incorrectly premised on exogenous RTC law adoption). Post-adop-
tion murder rates again decline—often to within the neighborhood of pre-
law levels. We do, however, uncover some interesting findings when esti-
mating (more cleanly) the year-by-year effects on the twenty-five states for
which we have observations across the full set of dummy variables.

Another striking feature we note is the strong influence of Florida and
Georgia on our estimates of the impact of RTC laws on murder and rape.
When we remove these two states, the post-adoption trend lines for murder
and rape shift upward substantially. Moreover, when dropping them from
the set of RTC states that already excludes the early and late adopters—still
leaving us with twenty-three RTC states to analyze—we see that murder
increases in each post-adoption year except one. As previous articles have
noted, Florida experienced enormous drops in murder during the 1990s that
may have been completely unrelated to the passage of its RTC policy. Dono-
hue (2003) points out that the 1980 Mariel boatlift temporarily added many
individuals prone to committing crimes to Florida’s population, causing
a massive increase in crime in Florida during the 1980s. Thus, it is plausible
that the massive 1990s crime reductions in Florida were not driven by the

32. The ostensible pronounced drop in murder five years after adoption (exists for
the full data set, as well, but it is part of a continuing downward trend in murder that simply
reaches a trough five years after passage).
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adoption of the state’s RTC law but rather a return to traditional population
dynamics that were less prone to violent crime (again, a reversion to the
mean). This is important to consider given the strong downward pull of Flor-
ida on aggregate murder rates.

The line based on dropping Florida and Georgia from the trimmed sample
would suggest that for the twenty-three other states, the impact of RTC laws
on murder was highly pernicious—and increasingly so as the sharp upward
trend in the last three years would suggest. Again a number of interpretations
are possible: (1) Florida and Georgia are unusual and the best estimate of the
impact of RTC laws comes from the trimmed sample that excludes them
(and the early and late adopters); (2) there is heterogeneity in the impact
of RTC laws, so we should conclude that the laws help in Florida and Geor-
gia, and tend to be harmful in the other twenty-three states; and (3) omitted
variables mar the state-by-state estimates but the aggregate estimates that
include Florida and Georgia may be reasonable if the state-by-state biases
on average cancel out.

Note that Figure 11, which presents the comparable year-by-year esti-
mates of the impact of RTC laws on rape, shows a similar yet even more
extreme pattern of apparent spikes in crime leading to adoption of RTC laws
followed by a substantial amount of mean reversion. The somewhat unset-
tling conclusion from Figures 10 and 11 is that RTC laws might look ben-
eficial if one only had data for four or five years, but this conclusion might be
substantially reversed if a few additional years of data were analyzed. Taken
as a whole, these two figures show the sensitivity of the estimates to both the
time period and sample of states that are analyzed.

Further casting doubt on the possibility that drops in murder and rape
could be attributed to the passage of RTC laws, a dramatically different pic-
ture emerges from our year-by-year analysis of these laws’ impact on assault
and robbery rates. The general story here seems to be that assault increases
markedly over the time period after law passage, which squares with our
results discussed in the previous sections. One observes positive coefficient
changes that are initially modest, but these increase dramatically and uni-
formly over the second half of the post-passage period. Moreover, in contrast
to the year-by-year murder and rape estimates, assault trends are not demon-
strably different when we alter the sample to exclude early and late adopters,
as well as Florida and Georgia. The pattern is generally unaffected by sam-
ple, giving us some confidence that RTC laws may be having an adverse
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impact on the rate of assault. Robbery rates similarly increase over time after
the passage of RTC laws, although not as dramatically.

Something to consider, however, is how one should interpret the assault
trends in light of the murder trends just discussed. If, for example, the decline
in murder to pre-law levels after RTC laws’ passage is nothing more than
a ‘‘mean reversion’’ effect, it is conceivable that the apparent increase in
assault simply represents mean reversion in reverse (from relatively low
to high). It is important to note, however, that while assault does return
to its pre-law levels a few years after passage, the coefficients continue
to rise dramatically, with no hint of any subsequent mean regression. Thus,
a more plausible way to interpret the near uniform increases in assault coef-
ficients is that aggravated assault did actually increase over time with the
passage of RTC legislation, which strongly undercuts the ‘‘MGLC’’ thesis.
Interestingly, the robbery data (Figure 13) suggest either a pernicious effect
similar to that on aggravated assault (particularly for the trimmed estimates
dropping only early and late adopters) or a strong upward trend in crime,
starting well before passage, that might be taken as a sign of the absence
of any impact of RTC laws on robbery.

10.3 Effects of RTC Laws on Gun-related Assaults

Thus far in our analysis, we have yet to consider whether RTC laws affect
aggravatedassaults committedwithafirearmdifferently thanaggravatedassaults
overall. This is important to consider given that the 1990s witnessed huge
movements in reported assaults due to cultural shifts around the issueof domestic
violence. Many of these crimes would not have involved guns, making it possi-
ble that our results above suggesting increased rates of assault in RTC states are
actually a statistical artifact of changing crime-reporting norms. For this reason,
gun-related aggravated assaults may be an arguably more reliable statistic for
measuring RTC laws’ impact than overall aggravated assaults.

To test this possibility, we estimate our preferred regression using gun-
related aggravated assaults as the dependent variable (both with and without
state-specific trends) in Table 13 below. Comparing these new results with
the assault estimates in Tables 9a and 9b above, our bottom-line story of how
RTC laws increases rates of aggravated assault does not change much when
limiting our analysis to assaults involving a gun.Without state trends, we see
large positive estimates, some of which are significant at the 10% level. With
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state trends, we again see some significant evidence that gun-related aggra-
vated assault rates are increased by RTC legislation. These results solidify
our overall confidence in the array of estimates we present above that sug-
gests that RTC laws raise rates of aggravated assault.

11. Conclusions

In this article, we have explored the NRC panel�s 2005 report detailing the
impact of RTC gun laws on crime. Using the committee�s models as a starting
point for our analysis, we highlight the importance of thoroughly consider-
ing all the possible data and modeling choices. We also highlight some
issues that should be considered when evaluating the NRC report.

Data reliability is one concern in the NRC study. We corrected several
coding errors in the data that were provided to us by the NRC (which had
originally been obtained from John Lott). Accurate data are essential to mak-
ing precise causal inferences about the effects of policy and legislation—and
this issue becomes particularly important when we are considering topics as
controversial as firearms and crime control. We attempted to mitigate any
uncertainty over data reliability by re-collecting the data. However, when
attempting to replicate the NRC specifications—on both the NRC’s and

Table 13. Estimated Impact of RTC Laws on Gun-related Aggravated
Assaults—Using Updated 2009 State-Level Data—With Preferred Controls,
With Clustered Standard Errors, All Crimes, 1977–2006a

Without State
Trends (%)

With State
Trends (%)

1. Dummy variable model: 15.50* 0.67
8.11* 7.48

2. Spline model: 2.23* 5.64*
1.27* 3.12*

3. Hybrid model:
Postpassage dummy 7.76 �2.19

7.76 7.13
Trend effect 1.90 5.71*

1.28 3.08*

aEstimations include year and county fixed effects and are weighted by county population. Robust standard
errors are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include:
incarceration and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate,
poverty rate, county population, population density, per capita income, and six demographic composition
measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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our own newly constructed data sets—we consistently obtained point esti-
mates that differed substantially from those published by the committee.

Thus, an important lesson for both producers and consumers of econo-
metric evaluations of law and policy is to understand how easy it is to get
things wrong. In this case, it appears that Lott�s data set had errors in it, which
then were transmitted to the NRC committee for use in evaluating Lott and
Mustard�s hypothesis. The committee then published tables that could not be
replicated (on its data set or a new corrected data set), but which made at least
Professor James Q. Wilson think (incorrectly it turns out—see our Tables
2a–c) that running Lott-Mustard regressions on both data periods (through
1992 and through 2000) would generate consistently significant evidence
that RTC laws reduce murder. This episode suggests to us the value of mak-
ing publicly available data and replication files that can re-produce published
econometric results. This exercise can both help to uncover errors prior to
publication and then assist researchers in the process of replication, thereby
aiding the process of ensuring accurate econometric estimates that later in-
form policy debates.

A second lesson is that the ‘‘best practices’’ in econometrics are evolving.
Researchers and policy makers should keep an open mind about controver-
sial policy topics in light of new and better empirical evidence or method-
ologies. Case in point: The NRC report suggested that clustering standard
errors on the state level in order to account for serial correlation in panel data
was not necessary to ascertain the impact of RTC laws on crime. However,
most applied econometricians nowadays consider clustering to be advisable
in the wake of a few important articles, including one in particular by Bertrand,
Duflo, and Mullainathan (2004) on difference-in-differences estimation. The
evidence we present corroborates the need for this standard error adjustment.
Our placebo tests showed that standard errors are greatly understated without
clustering, and we believe strongly that this adjustment is vital for both
county-level and state-level analyses of gun laws and crime. Otherwise, sta-
tistical significance is severely exaggerated and significant results are detected
where none in fact exists.

A third lesson relates to the potential flaws in the Lott-Mustard (and by
extension, the NRC) approach and specification. Issues—such as the inclu-
sion of state-specific linear trends, the danger of omitted variable bias, and
the choice of county-level over state-level data, all of which the NRC
neglected to discuss—clearly have enough impact on the panel data
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estimates to influence one’s perception of the MGLC theory and thus war-
rant closer examination. These issues were not all arcane (although many
were, such as the need to control for state trends). By now, empirical
researchers should be well acquainted with omitted variable bias, and the
increases in the prison and police populations were known major factors
influencing the pattern of U.S. crime in recent decades (Wilson, 2008).
Yet, the Lott-Mustard model—adopted by the NRC—had no control for in-
carceration or police!33 On that basis alone, Wilson might well have hesi-
tated before accepting the MGLC hypothesis on the basis of the Lott-
Mustard or NRC results. Yet, Lott, with at best questionable support for
his view that RTC laws reduce murder, now claims that Wilson, one of
the most eminent criminologists of our time, supports his position (Lott,
2008). Clearly, the consequences of embracing fragile empirical evidence
can be severe.

Granted, much of the work of applied econometricians is of the sort that
was set forth by the NRC as evidence on the impact of RTC laws. The com-
mittee, though, found this evidence inadequate to reach a conclusion, doubt-
less because the results seemed too dependent on different modeling choices.
But Horowitz is even more nihilistic, essentially rejecting all applied econo-
metric work on RTC legislation, as indicated by his following independent
statement in an appendix to the NRC�s (2005) report:

It is unlikely that there can be an empirically based resolution of the question of
whether Lott has reached the correct conclusions about the effects of right-to-carry
laws on crime. (p. 304)

Of course, if there can be no empirically based resolution of this question,
it means that short of doing an experiment in which laws are randomly
assigned to states, there will be no way to assess the impact of these laws.
The econometrics community needs to think deeply about what the NRC
report and the Horowitz appendix imply for the study of legislation using
panel data econometrics and observational data.

Finally, despite our belief that the NRC�s analysis was imperfect in cer-
tain ways, we agree with the committee�s cautious final judgment on the

33. The Lott-Mustard model omitted a control for the incarceration rate (which is
indicated implicitly—though not explicitly—in the notes to each table of the NRC report,
which listed the controls included in each specification).

Lessons for the Empirical Evaluation of Law and Policy 615



effects of RTC laws: ‘‘with the current evidence it is not possible to de-
termine that there is a causal link between the passage of right-to-carry
laws and crime rates.’’ Our results here further underscore the sensitivity
of guns crime estimates to modeling decisions.34 If one had to make judg-
ments based on panel data models of the type used in the NRC report, one
would have to conclude that RTC laws likely increase the rate of aggra-
vated assault. Further research will be needed to see if this conclusion sur-
vives as more data and better methodologies are employed to estimate the
impact of RTC laws on crime.

Appendix A
Using Placebo Laws to Test the Impact of Clustering in the State
Data

Using state-level data, we again conduct our experiment with placebo
laws to examine the effects of clustering the standard errors. As seen
in Tables A1–4, we find results similar to those generated with our
county data: Without clustering, the Type 1 error rates are often an
order of magnitude too high or worse for our murder and robbery
regressions (see Tables A1 and A3). In fact, even with clustered stan-
dard errors (Tables A2 and A4), the rejection of the null hypothesis

Table A1. Hybrid Model—Percentage of Significant Estimates (at the 5%
Level)—Using Updated 2009 State-Level Data—Lott-Mustard Controls,
without Clustered Standard Errors, 1977–2006 (without 1993 Data)

Dummy
Variable (%)

Trend
Variable (%)

1. All 50 states þ DC Murder 47.1 67.2
Robbery 46.0 61.7

2. Exact 32 states Murder 48.5 57.3
Robbery 51.2 71.1

3. Random 32 states Murder 49.3 64.2
Robbery 50.0 66.0

34. For a quick and clear sense of how sensitive estimates of the impact of RTC laws
are, see Appendix D, where we visually demonstrate the range of point estimates we obtain
throughout our analysis.
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Table A2. Hybrid Model—Percentage of Significant Estimates (at the 5%
Level)—Using Updated 2009 State-Level Data—Lott-Mustard Controls, with
Clustered Standard Errors, 1977–2006 (without 1993 Data)

Dummy
Variable (%)

Trend
Variable (%)

1. All 50 states þ DC Murder 18.5 22.6
Robbery 12.5 15.4

2. Exact 32 states Murder 17.1 19.4
Robbery 15.2 20.3

3. Random 32 states Murder 22.0 22.7
Robbery 16.3 18.2

Table A3. Dummy Variable Model—Percentage of Significant Estimates (at
the 5% Level)—Using Updated 2009 State-Level Data—Lott-Mustard Controls,
without Clustered Standard Errors, 1977–2006 (without 1993 Data)

Dummy Variable (%)

1. All 50 states þ DC Murder 44.3
Robbery 46.7

2. Exact 32 states Murder 50.3
Robbery 49.4

3. Random 32 states Murder 51.9
Robbery 50.8

Table A4. Dummy Variable Model—Percentage of Significant Estimates (at
the 5% Level)—Using Updated 2009 State-Level Data—Lott-Mustard Controls,
with Clustered Standard Errors, 1977–2006 (without 1993 Data)

Dummy Variable (%)

1. All 50 states þ DC Murder 18.0
Robbery 14.1

2. Exact 32 states Murder 16.0
Robbery 16.4

3. Random 32 states Murder 22.7
Robbery 14.3
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(that RTC laws have no significant impact on crime) occurs at a rel-
atively high rate. This finding suggests that, at the very least, we
should include clustered standard errors to avoid unreasonably high
numbers of significant estimates.

Appendix B
Panel Data Models Over the Full Period with no Covariates

The NRC panel sought to underscore the importance of finding the
correct set of covariates by presenting panel data estimates of the
impact of RTC without covariates but including county and year
fixed effects. For completeness, this appendix presents these same
estimates for the preferred models (with and without state trends)
on both county and state data for the period from 1977 to 2006. If
one compares the results from these four tables with no controls
with the analogous tables using the preferred model for the same
time period, one sees some interesting patterns. For example, if we
compare the county results without state trends from both our pre-
ferred specification (Table 7a) and the no-controls specification
(Table B1), we see that the results are quite similar in terms of mag-
nitude and direction, although adding in our suggested covariates
seems to both dampen the coefficients and reduce their signifi-
cance. The basic story from our analysis is again strengthened:
There seems to be virtually no effect of RTC laws on murder, while
if there is any RTC effect on other crimes generally, it is a crime-
increasing effect. The results are slightly less similar when we
compare those from the models that include state trends (Tables
7b and B2). While we see that estimates are similar for murder,
rape, robbery, and auto theft, the estimates for assault, burglary,
and larceny change in either magnitude or direction (or both) when
adding controlling factors to the model. In general, though, we only
see decreases when adding state trends to either specification, and
even then, the results are much too imprecise to make causal infer-
ences. When we shift to a comparison of the state-level results, we
again see similarities between the preferred and no-controls spec-
ifications. When looking at the results without state trends, we see
that the estimates are very similar in terms of direction, although
the no-controls estimates are often larger in magnitude and more
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statistically significant. When doing a similar comparison of the
specifications that now adds in state trends, we also see similar
results for nearly all crimes. The exception is aggravated assault,
for which we see that our preferred specification produces more

Table B1. Estimated Impact of RTC Laws—Using Updated 2009 County-
Level Data—No Controls, with Clustered Standard Errors, All Crimes, 1977–
2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�0.55 33.10 27.30 25.50* 33.50 35.90 38.00
8.30 22.60 18.90 14.60* 21.50 22.00 25.50

2. Spline model 0.35 3.35* 3.20* 2.86** 3.42* 3.85* 4.27*
0.76 1.94* 1.66* 1.36** 2.01* 2.00* 2.29*

3. Hybrid model
Post-passage

dummy
�3.48 21.40 14.30 14.30 21.40 21.50 21.30
8.07 18.70 16.90 12.70 17.60 18.90 21.60

Trend effect 0.54 2.17* 2.41* 2.07* 2.24 2.66* 3.09*
0.72 1.25* 1.27* 1.08* 1.48 1.54* 1.69*

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard
errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table B2. Estimated Impact of RTC Laws—Using Updated 2009 County-
Level Data—No Controls, with State Trends and Clustered Standard Errors, All
Crimes, 1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�2.80 �13.10 5.02 3.10 5.58 1.50 2.98
5.03 10.60 9.31 7.71 9.47 10.50 11.70

2. Spline model �0.54 �4.74 1.95 �0.37 �0.14 �0.78 �0.80
1.23 4.06 2.30 2.33 2.52 2.45 2.61

3. Hybrid model
Post-passage

dummy
�2.52 �10.50 3.94 3.35 5.73 1.97 3.48
5.22 10.10 10.20 8.27 10.20 11.40 12.80

Trend effect �0.48 �4.52 1.87 �0.44 �0.26 �0.82 �0.87
1.27 4.07 2.42 2.42 2.63 2.61 2.80

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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negative estimates for the dummy model (although this result is not
particularly precise). Again, when the comparison is taken as
a whole, support is lacking for the view that RTC laws lead to
reductions in crime.

Table B3. Estimated Impact of RTC Laws—Using Updated 2009 State-
Level Data—No Controls, with Clustered Standard Errors, All Crimes,
1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�1.79 8.33 11.70** 20.00** 24.70** 18.30*** 16.60***
7.54 8.22 4.62** 7.90** 11.60** 6.69*** 4.04***

2. Spline model 0.08 0.78 1.47** 1.98** 2.03* 1.73** 1.63***
0.88 0.90 0.64** 0.96** 1.17* 0.72** 0.46***

3. Hybrid model
Post-passage

dummy
�3.22 5.90 5.36 13.30* 19.60** 12.70** 11.00***
6.96 5.81 3.82 7.36* 9.00** 4.96** 3.69***

Trend effect 0.26 0.45 1.17* 1.24 0.90 0.99* 1.00**
0.89 0.71 0.63* 0.96 0.86 0.56* 0.42**

aEstimations include year and county fixed effects, and are weighted by county population. Robust
standard errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table B4. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—No Controls, with State Trends and Clustered Standard Errors, All
Crimes, 1977–2006a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�0.31 �4.66** 0.62 3.43 8.38 1.10 0.92
3.73 2.00** 3.36 4.92 5.28 2.93 2.37

2. Spline model 0.78 �0.54 2.46*** 0.29 �0.16 �0.20 �0.46
0.93 0.92 0.91*** 1.39 1.71 0.80 0.63

3. Hybrid model
Post-passage
dummy

�0.80 �4.39** �0.90 3.30 8.63 1.25 1.24
3.67 2.03** 3.37 5.30 5.17 3.23 2.55

Trend effect 0.80 �0.44 2.48*** 0.21 �0.39 �0.23 �0.49
0.93 0.91 0.92*** 1.43 1.70 0.84 0.67

aEstimations include year and county fixed effects, and are weighted by county population. Robust
standard errors are provided beneath point estimates.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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Appendix C
Trimming the Sample to Address Questions of Model Fit

Given our concerns about how well the guns crime econometric mod-
els fit all 50 U.S. states (plus DC), we decided to examine the residuals
from various regressions models. For example, one potentially impor-
tant issue is whether one should include linear state trends in our mod-
els. To further explore this issue, we examined the variance of the
residuals for the aggravated assault regression estimates using our
preferred models on state data for the period through 2006—both with
and without state trends.35 In particular, we found that the residual
variance was high for smaller states, even when we do not weight
our regressions by population.36We explored how these ‘‘high–residual
variance’’ states (defined from the aggravated assault regressions on
our preferred model through 2006) might be influencing the results.
We estimated our preferred model (both with and without state trends)
after removing the 10% of states with the highest residual variance.
This step is also repeated after removing the highest 20% of states in
terms of residual variance. Our full-sample results for our preferred
specification (which includes clustered standard errors, and is run
over the entire time period) are shown in Tables 11a and b (without
and with state trends, respectively). The results from our two trimmed
set of states are presented below. Tables C1 and C2 should be com-
pared to Table 11a (no state trends) and Tables C3 and C4 should be
compared to Table 11b (adding in state trends). Removing high–
residual variance states (based on the aggravated assault regressions)
has little impact on the story told in Table 11a (no state trends): There
was no hint that RTC laws reduce crime in Table 11a and this message
comes through again in Tables C1 and C2. All three of these tables
show at least some evidence that RTC laws increase aggravated

35. Since our most robust results across the specifications in this article were for
aggravated assault, we focused specifically on the residuals obtained using assault rate
as the dependent variable.

36. We removed the population weight for this exercise because it is likely that
when regressions are weighted by population, the regression model will naturally make
high-population states fit the data better. As a result, we expect that residuals for smaller
states will be higher. We find, however, that the results are qualitatively similar even when
we obtain the residuals from regressions that include the population-weighting scheme.
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Table C1. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with Clustered Standard Errors, All Crimes,
1977–2006, Dropping States with Highest Residual Variance (Top 10%: MT,
ME, WV, NH, TN)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�3.53 �0.98 4.33 5.04 6.80 1.38 5.75*
4.02 3.95 3.15 4.41 6.27 3.05 2.96*

2. Spline model �0.13 �0.50 1.16** 0.66 0.57 0.01 0.57
0.62 0.56 0.57** 0.77 0.63 0.39 0.47

3. Hybrid model
Post-passage

dummy
�3.69 1.65 �1.21 2.53 5.26 1.69 3.94
3.80 3.69 3.22 4.98 5.80 3.30 2.98

Trend effect 0.04 �0.58 1.21* 0.55 0.34 �0.07 0.40
0.64 0.58 0.60* 0.86 0.58 0.43 0.50

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include incarceration
and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty rate, county
population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table C2. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with Clustered Standard Errors, All Crimes,
1977–2006, Dropping States with Highest Residual Variance (Top 20%: MT,
ME, WV, NH, TN, NE, VT, HI, OH, KY)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

�4.99 �0.28 3.94 5.80 8.13 2.86 6.75**
4.23 4.28 2.40 4.97 6.60 3.20 3.23**

2. Spline model �0.16 �0.50 0.84* 0.90 0.71 0.29 0.71
0.66 0.59 0.47* 0.83 0.70 0.37 0.50

3. Hybrid model
Post-passage

dummy
�5.38 2.53 0.15 2.09 6.16 1.91 4.39
3.93 3.95 3.05 5.54 6.13 3.64 3.37

Trend effect 0.09 �0.61 0.83 0.81 0.43 0.21 0.52
0.68 0.61 0.54 0.92 0.66 0.43 0.55

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include
incarceration and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty
rate, county population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

622 American Law and Economics Review V13 N2 2011 (565–632)



Table C3. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with State Trends and Clustered Standard Errors,
All Crimes, 1977–2006, Dropping States with Highest Residual Variance (Top
10%: MT, NH, VT, WV, KY)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

1.17 �3.56 �0.13 2.28 7.82** 1.31 1.77
2.95 2.16 2.82 3.75 3.26** 2.03 1.66

2. Spline model 0.80 0.15 2.83*** 0.32 �2.01** �0.31 �0.21
0.91 0.81 0.82*** 1.37 0.83** 0.91 0.79

3. Hybrid model
Post-passage

dummy
0.73 �3.71 �1.77 2.14 9.13*** 1.51 1.93
3.12 2.32 2.80 4.04 3.23*** 2.31 1.84

Trend effect 0.77 0.27 2.89*** 0.25 �2.29*** �0.35 �0.27
0.95 0.83 0.84*** 1.42 0.83*** 0.95 0.83

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include
incarceration and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty
rate, county population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.

Table C4. Estimated Impact of RTC Laws—Using Updated 2009 State-Level
Data—with Preferred Controls, with State Trends and Clustered Standard Errors,
All Crimes, 1977–2006, Dropping States with Highest Residual Variance (Top
20%: MT, NH, VT, WV, KY, NE, NV, SD, ND, DE, IN)a

Murder
(%)

Rape
(%)

Aggravated
Assault (%)

Robbery
(%)

Auto
Theft (%)

Burglary
(%)

Larceny
(%)

1. Dummy variable
model

2.09 �2.88 �1.35 4.63 8.94*** 1.42 2.41
2.97 2.29 2.78 3.44 3.18*** 2.14 1.68

2. Spline model 0.92 0.25 2.42*** 0.63 �2.11** �0.43 �0.12
0.97 0.83 0.80*** 1.44 0.88** 0.99 0.83

3. Hybrid model
Post-passage

dummy
1.69 �3.03 �2.50 4.39 10.00*** 1.63 2.50
3.09 2.40 2.83 3.71 3.18*** 2.40 1.87

Trend effect 0.88 0.32 2.48*** 0.53 �2.35** �0.47 �0.18
1.01 0.84 0.81*** 1.50 0.87** 1.02 0.87

aEstimations include year and county fixed effects, and are weighted by county population. Robust standard errors
are provided beneath point estimates. The control variables for this ‘‘preferred’’ specification include
incarceration and police rates (lagged one year to avoid potential endogeneity issues), unemployment rate, poverty
rate, county population, population density, per capita income, and six demographic composition measures.
*Significant at 10%; **significant at 5%; ***significant at 1%.
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assault. Removing the high–residual variance states from the models
with state trends does nothing to shake the Table 11b finding that RTC
laws increase aggravated assault. The somewhat mixed results for
auto theft seen in Table 11b also remain in Tables C3 and C4. Of
the states dropped from Table C1, the following four states adopted
RTC laws during the 1977–2006 period (with date of adoption in pa-
rentheses): Montana (1991), Maine (1985),West Virginia (1989), and
Tennessee (1994). Of the additional states dropped from Table C2, the
following four states adopted RTC laws during the 1977–2006 period
(with date of adoption in parentheses): Ohio (2004), Kentucky (1996),
Indiana (1980), and Oklahoma (1995).37 Results from Table C3 come
from dropping similar RTC states to Table C1, although Kentucky
(1996) is dropped rather than Tennessee, and New Hampshire
(1959) is dropped rather than Maine.38 Finally, in addition to the five
RTC states that were dropped in Table C3, Table C4 dropped the fol-
lowing four RTC states: Nevada (1995), South Dakota (1986), North
Dakota (1985), and Indiana (1980).

Appendix D
Summarizing Estimated Effects of RTC Laws Using Different
Models, State Versus County Data, and Different Time Periods

This appendix provides graphical depictions of sixteen different esti-
mates of the impact of RTC laws for the dummy and spline models for
specific crimes using different data sets (state and county), time peri-
ods (through 2000 or through 2006), and models (Lott-Mustard ver-
sus our preferred model and with and without state trends). For
example, Figure D1 shows estimates of the impact on murder using

37. In implementing our protocol of dropping high–residual variance states, we ex-
amined the residuals of the dummy and spline models separately to identify the high-
variance states. While they match across models for three of the four tables, in the case
of Table C4, the ordinal rank of the states in terms of residual variance were slightly dif-
ferent for the dummy versus the spline model. For this table, Indiana had the 9th highest
residual variance when looking at the dummy model results, while North Dakota had the
11th highest variance. For the spline results, the residual variance ranks of these two states
were reversed. Thus, for this table, we dropped both states to estimate our regressions.

38. The dropped states are slightly different between Tables C1 and C3, as well as
between Tables C2 and C4, because the state ranks based on residual variances differed
when the models were run with and without state trends.
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Figure D1. Various Murder Estimates (Dummy Model).

Figure D2. Various Murder Estimates (Spline Model).

Figure D3. Various Rape Estimates (Dummy Model).
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Figure D4. Various Rape Estimates (Spline Model).

Figure D5. Various Assault Estimates (Dummy Model).

Figure D6. Various Assault Estimates (Spline Model).
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Figure D7. Various Robbery Estimates (Dummy Model).

Figure D8. Various Robbery Estimates (Spline Model).

Figure D9. Various Auto Theft Estimates (Dummy Model).
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Figure D10. Various Auto Theft Estimates (Spline Model).

Figure D11. Various Burglary Estimates (Dummy Model).

Figure D12. Various Burglary Estimates (Spline Model).
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the dummymodel, designed to capture the average effect of RTC laws
during the post-passage period. The first bar in each of the eight
groupings corresponds to county-level estimates; the second bar cor-
responds to state-level estimates, for a total of sixteen estimates per
figure. The value of the figures is that they permit quick visual ob-
servation of the size and statistical significance of an array of esti-
mates. Note, for example, that none of the estimates of RTC laws
on murder in either Figure D1 or D2 is significant at even the
0.10 threshold. This sharp contrast to the conclusion drawn by James
Q. Wilson on the NRC panel is in part driven by the fact that all the
estimates in this appendix come from regressions in which we ad-
justed the standard errors by clustering. In contrast to the wholly in-
significant estimates for murder, the estimates of the impact of RTC
laws on aggravated assault in Figure D6 are generally significant as

Figure D13. Various Larceny Estimates (Dummy Model).

Figure D14. Various Larceny Estimates (Spline Model).
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indicated by the shading of the columns, where again no shading indi-
cates insignificance, and the shading darkens as significance increases
(from a light gray indicating significance at the 0.10 level, slightly
darker indicating significance at the 0.05 level, and black indicating
significance at the 0.01 level). Note that the overall impression from
Figure D6 is that RTC laws increase aggravated assault. Even in Fig-
ure D6, though, one can see that some of the estimates differ between
county- and state-level data and tend to be strongest in state data con-
trolling for state trends.

Figure D5, which provides estimates of the effect of RTC laws on
aggravated assault using the dummy model (rather than the spline
model of Figure D6), reveals that the conclusion that RTC laws in-
crease aggravated assault is model dependent: If the dummy model is
superior, and if we confine our attention to the complete 1977–2006
data set, the conclusion that RTC laws increase aggravated assault
only holds in the Lott-Mustard county data model. In Figure D14,
the state-level estimates of the preferred specifications (without state
trends) through 2000 and 2006 are essentially zero (no impact), so
only the county-level estimates show up in the graph.
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Do 98 percent of mass public shootings happen in gun-free zones?









Research
Data
About/Board Of Academic Advisors
Op-Eds
Contact/Press
Donate



UPDATED: Mass Public Shootings Keep Occurring In Gun-Free 
Zones: 94% Of Attacks Since 1950
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Other recent cases pointed to by gun control advocates

More detailed information on other cases





there 
were restricted licenses that allowed people to carry for business purposes (concealed carry
licenses that allow a business owner to carry in the course of doing business) and restricted for
self defense purposes (e.g., a woman who is being actively stalked). Even less than 1.4% of the adult 
population even owns a handgun in the country. A license to own a handgun is not the same being 
able to carry it.



More misleading information from Bloomberg’s Everytown for Gun Safety on guns: “Analysis of
Recent Mass Shootings” - The Gun Feed

Terrorists can strike any time, anywhere: Self defense saves lives - People's News Now





The GOP’s favorite gun 
‘academic’ is a fraud
The journalistic quest for neutrality has led to a 
sacrifice of intellectual integrity.
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CREDIT:  AL JAZEERA, THINKPROGRESS

John Lott is, if not the most influential, certainly the most prolific “academic” in the gun 

debate. He has authored weekly columns in local newspapers on the horrors of gun free 

zones, published widely-distributed books on the ostensible benefits of right-to-carry 

laws, and his newest book The War on Guns has received rave reviews by prominent 

conservatives, like Sen. Ted Cruz (R-TX), Sen. Marco Rubio (R-FL), and Newt Gingrich.

Before Lott’s flurry of activity, it was difficult to find anybody arguing that widespread 

gun ownership made societies safer—even the NRA was reticent to make such a bold 

claim, defending gun ownership with reference to the constitution, not criminology.

But Lott’s recent successes belie a far more shadowy past. A little over a decade ago, 

he was disgraced and his career was in tatters. Not only was Lott’s assertion that more 

guns leads to more safety formally repudiated by a National Research Council panel, 

but he had also been caught pushing studies with severe statistical errors on numerous 

occasions. An investigation uncovered that he had almost certainly fabricated an entire 

survey on defensive gun use. And a blogger revealed that Mary Rosh, an online 

commentator claiming to be a former student of Lott’s who would frequently post about 

how amazing he was, was in fact John Lott himself. He was all but excommunicated 

from academia.

Despite his ethical failings, Lott rose from the ashes in the wake of the 2012 mass 

shooting at Sandy Hook Elementary School to once more become a prominent voice in 

the gun debate.

Senate candidate Amy McGrath blasts Mitch 
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Perhaps unaware of Lott’s previous transgressions, or believing he had turned a new 

page by founding the Crime Prevention Research Center (CPRC), many in the media 

who were desperate for an authoritative, pro-gun academic voice seized on Lott’s 

credentials and provided him with a new platform. In the past few years, Lott and his 

organization have been cited by dozens of media outlets as an authority on gun 

violence statistics, including the Washington Post, the Wall Street Journal, LA Times, 

Politifact, CBS, CNN, Fox News, and many others.

However, the media’s newfound faith in John Lott is deeply misguided. Rather than turn 

a new page, Lott has instead returned to his old playbook and used his platform to 

deceive the public. Our own multi-year investigation into Lott and his organization has 

uncovered a startling array of new ethical violations, ranging from the profoundly 

bizarre to the outright fraudulent.

Here are just five of the most troubling incidents:
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CREDIT:  SHUTTERSTOCK, THINKPROGRESS/ADRIENNE MAHSA VARKIANI

Last fall, Lott’s website proudly declared it published a study in a peer-reviewed journal. 

“CPRC Has New Refereed Publication in Econ Journal Watch: Explaining a Bias in 

Recent Studies on Right-to-Carry Laws” blared the headline on his website. A link to a 

downloadable copy of the paper also touts its place in the economic journal.

Having a study accepted in a peer-reviewed journal was a big win for Lott, boosting 

both his own reputation and that of the CPRC. After all, this would be one of the few 

publications in recent history that Lott dared subject to peer-review.

The only problem? The paper was never actually published in the Econ Journal Watch.

As the head editor of the journal explained to us, while Lott’s paper had initially been 

considered for publication, it was ultimately rejected. The issue of the journal Lott said 

he was published in has no trace of his paper. It is impossible for Lott to have not known 

his paper was in fact rejected, and it would have taken little effort to correct both the 

post on the CPRC website and the uploaded paper on SSRN. This is a clear cut case of 

fraud.

CREDIT:  SHUTTERSTOCK, THINKPROGRESS/ADRIENNE MAHSA VARKIANI

Lott often claims that there is no difference between the frequency of public shootings 

in Europe and the United States. This is unabashedly false—but he continues to spread 

the falsehood anyway.
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In February, he made the claim before the Tennessee Senate. “Most people may not 

realize this, but the rate of mass public shootings in Europe is actually fairly similar to 

the rate in the United States,” he said. “There is no statistically significant difference 

there, either in terms of the rate or fatalities.”

A couple of months earlier, he said something similar to the Washington Post, which 

quickly highlighted that his analysis was quite different from that of other experts in the 

field. As the Post noted, while Lott said the per capita rates of mass shootings in Europe 

and the United States were approximately the same, another researcher found the U.S. 

rate to be five times higher. The Post explained that the gulf between the results was 

due to Lott and the other researcher using different definitions.

But there is an even simpler explanation for the differing conclusions: Lott wasn’t being 

honest about his own findings.

While Lott claims the per capita rate in the United States and Europe are approximately 

the same, his own data tables tell a different story. Accepting his data at face value, 

between 2009 and 2015, the United States had 25 mass shootings versus 19 in the E.U. 

and 24 in Europe as a whole. This comes out as a rate of .078 shootings per million 

individuals in the United States, .038 for the E.U., and .032 for Europe as a whole. The 

United States has more than double the mass shooting rate of the E.U. and Europe, 

directly contradicting Lott’s statements about his own data.

Further, Lott’s carefully crafted criteria to include an incident as a mass shooting is 

highly suspect. Lott goes to great lengths to exclude mass shootings that are the result 

of burglaries and gang violence, but he includes terrorist attacks. This choice means 

that while the Texas biker gang gunfight last summer is excluded in his statistics, the 
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November Paris attacks, which accounted for more than one-third of Europe’s mass 

shooting fatalities, are included.

However, when scholars study these mass shootings, they frequently exclude terrorist 

attacks from the analysis, for much the same reason Lott excludes burglaries and gang 

violence: the motivations are different. When researchers use a more appropriate set of 

criteria, the chasm between the rate of mass shootings in Europe and the United States 

widens even further. Researchers can also include all incidents of mass shootings

(regardless of motivation) or use complex statistical analysis to determine whether the 

mass shooting difference between the United States and Europe is significant. The 

result remains the same—the United States fares far worse.

All of these methods point to the same conclusion: even if Lott wasn’t lying about his 

own results, his analysis would still be deeply flawed.

CREDIT:  SHUTTERSTOCK, THINKPROGRESS/ADRIENNE MAHSA VARKIANI

In their paper “The Impact of Right-to-Carry Laws on Crime: An Exercise in Replication,” 

Carlisle Moody, a CPRC board member, and three co-authors examine the impact of 
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right-to-carry (RTC) laws on violent crime and critique an earlier study by John Donohue 

and his colleagues.

Donohue and his colleagues had concluded that the most significant effect of 

concealed carry laws is an increase in aggravated assault, but Moody et al. reported 

that: “the most robust result, confirmed using both county and state data, is that RTC 

laws significantly reduce murder. There is no robust, consistent evidence that RTC laws 

have any significant effect on other violent crimes, including assault.” This result fits 

well with Lott’s long established hypothesis that concealed carry significantly 

decreases crime, and the authors interpret it as a direct repudiation of Donohue’s 

results.

But there’s just one problem. Moody and his co-authors misread their own analysis.

As Table 3 on page 7 (pictured below) clearly demonstrates, the increase in aggravated 

assault for county level data is statistically significant, yet is not bolded by the authors 

like all the other statistically significant findings. In statistics, a result is usually 

considered significant if there is a less than 5 percent chance that the result is due to 

random chance, meaning it has a “t-statistic” greater than 1.96. A significant result in 

turn means that the authors of a study can put a higher degree of confidence in their 

finding. As the table below shows, the “stat” for the “post-law trend” for 

“Assault” (highlighted with a red box) has t-statistics of 2.8 and 2.25 for the general and 

specific model respectively. Further, the result itself is a positive number, indicating an 

increase in assault.

Nowhere in the Moody paper does it explain why significant T-stats are un-bolded, and 

it remains undiscussed in the conclusion, despite the fact that it directly undermines 

the thrust of their entire paper. Ironically, their paper actually supports Donohue’s 

finding that RTC laws significantly increase aggravated assaults.

Had Moody and his co-authors reported their own results correctly, they would have 

been left with the puzzling conundrum of concealed carry laws both reducing murder 

and increasing aggravated assaults. This finding flies in the face of well-established 

criminological facts and indicates the paper is likely crippled by bad statistical modeling 

choices.
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This isn’t the first time that Lott and his allies have pushed studies with convenient 

errors that make the results appear to fit their more guns, less crime hypothesis.

As Ian Ayres and Donohue described in a brutal takedown of Lott and his allies’ 

research, there were at least two previous cases where Lott used this tactic. The first 

time, Lott presented a series of graphs to the National Academy of Sciences, which 

David Mustard, one of Lott’s allies, then decided to include in a comment for a 2003 

Brookings Institute book. When Donohue demonstrated the results were the product of 

fatal coding errors, Lott’s ally was forced to withdraw those graphs from the book. Also 

in 2003, Lott supported (and initially co-authored) a paper appearing in the Stanford 

Law Review by Plassman and Whitley that also appeared to support the more guns, less 

crime hypothesis. Again, Donohue proved that their results were based on coding 

errors, undermining the authors’ central claim.

Given the extensive history of Lott supporting erroneous research, one is forced to 

wonder whether Moody and his colleagues were influenced at all by the thank you note 

at the beginning of their paper: “The authors thank The Crime Prevention Research 

Center for its support.”

CREDIT:  SHUTTERSTOCK, THINKPROGRESS/ADRIENNE MAHSA VARKIANI

After the mass shooting at a gay nightclub in Orlando, Florida in June, Lott published a 

piece in which he wrote, “Since at least as far back as 1950, all but three U.S. mass 

public shootings (with more than three fatalities) have occurred in places where citizens 

are not allowed to carry their own firearms.”

This claim has been a staple for Lott, who has repeated it in various forms in numerous 

articles, usually phrasing it as areas “where citizens were banned from carrying guns.” 

READ MORE

Transitioning ThinkProgress 
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To support his contention, Lott cites his own report analyzing different aspects of mass 

shootings.

However, what Lott repeats in public is quite different from what his report actually 

shows. While Lott’s public statements equate gun-free zones with areas that prohibit 

concealed carry, his mass shooting report expands the gun-free zone definition to 

include areas where Lott feels it might be difficult to obtain a permit or where there 

might not be many permit holders despite being able to legally carry. Indeed, Lott 

admits in the report that more than six mass public shootings in the past six years have 

occurred in areas that legally allow citizens to carry their firearms, a direct contradiction 

of his public statements.

And not only does Lott mischaracterize his own research, but the research itself is also 

filled with significant errors.

In October 2015, after a student at Umpqua Community College in Oregon opened fire 

in a classroom, killing nine others, the CPRC website immediately proclaimed: “Umpqua 

Community College is yet Another Mass Public Shooting in a Gun-Free Zone.” As 

evidence, Lott cited the student handbook and the fact that the campus guards were 

not allowed to carry.

However, while it is true that campus guards were unarmed, Lott’s claim that concealed 

carry was prohibited is definitively false. Public colleges in Oregon are prohibited from 

banning guns on campus, thanks to a 2011 state court decision. The Umpqua 

Community College student handbook also expressly states that there is an exception 

to the prohibition of firearms “as expressly authorized by law or college regulations.” 

This includes concealed carry permits.

“UCC was never designated as a ‘gun-free zone’ by any signage or policy,” Umpqua 

Community College spokeswoman Anne Marie Levis told Politifact shortly after the 

shooting. “Umpqua Community College does comply with state law by allowing 

students with concealed carry licenses to bring firearms on campus.”

Not only was Umpqua not a gun-free zone by policy and law, it also wasn’t a gun-free 

zone in practice. Multiple reports at the time revealed that there were several armed 

students on campus at the time of the shooting.
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In June 2010, a gunman in Hialeah, Florida targeted his estranged wife who was working 

at the Yoyito Cafe-Restaurant, killing her and three other women before taking his own 

life. And again, Lott classified the shooting as taking place in a gun-free zone.

As Lott noted, under Florida law, guns are not allowed in establishments that primarily 

serve alcohol. As proof that this shooting took place in a gun-free zone, Lott argued 

that the Yoyito Cafe Restaurant was a popular destination for parties where alcohol was 

served, and because it primarily served alcohol, the restaurant was a gun-free zone.

That logic is absurd. Serving alcohol at parties is in no way indicative that an 

establishment is primarily devoted to selling alcohol. Even a cursory glance at the 

restaurant’s reviews clearly indicate that Yoyito is a small Cuban restaurant devoted to 

selling traditional dishes.

Furthermore, Lott completely ignores the pertinent Florida law regarding restaurants 

with bars. A letter from the concealed weapons division of the Florida Department of 

Agriculture clearly notes that the law is written in such a way as to “allow the carrying of 

firearms in restaurants or similar businesses that primarily serve food but that also 

happen to serve alcohol as well.” In other words, the serving area where patrons are 

dining in a restaurant does not constitute the part of the establishment primarily 

devoted to the sale and consumption of alcohol.” By law, the Yoyito Cafe was clearly not 

a gun-free zone at the time of the shooting.

CREDIT:  SHUTTERSTOCK, THINKPROGRESS/ADRIENNE MAHSA VARKIANI

“Dear Dartmouth, I am one of your students, I am being stalked, please let me carry a 

gun to protect myself” read the headline of a piece on Fox News in August 2014.
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The first person account was a harrowing story about teenager Taylor Woolrich’s 

desperate attempts to escape and protect herself from a persistent stalker who was 

ruining her life. The article blasted Dartmouth for not allowing her to carry a gun, and 

noted that carrying a gun was the only way she could remain truly safe.

The story quickly went viral, and is one that’s still brought up by right-wing gun activists. 

But Woolrich didn’t actually write the article.

As a BuzzFeed investigation later revealed, Lott, who is neither a young female nor a 

stalking victim, was the one who penned the piece. Indeed, Woolrich’s article is almost a 

copy and paste rendition of a previous article published by Lott on the Daily Caller.

“It’s his op-ed… Word for word, except the chunks that match what’s said in my 

speech,” Woolrich later told BuzzFeed. “It’s not like John Lott held a gun to my head and 

told me to talk to the media… I wanted to talk to the media, if it could mean something 

positive. But I wanted to talk to the media about stalking.”

Despite reservations about her message being co-opted, Taylor agreed to have him 

help her write for Fox, worrying: “I don’t know if I should just say yes and not piss him 

off.” Eventually, Woolrich changed her number and completely broke off contact with 

Lott.

While Woolrich may have been eager to share her story at first, this doesn’t excuse the 

fact that Lott wrote a first person narrative on behalf of someone else, using his own 

words. When a Fox editor later thanked Lott for the piece, Lott replied, “It was actually 

easier for me to write this in the first person for her than the way I had originally written 

it.”

This isn’t the first time Lott has written in the first-person female voice. Back in the early 

2000s, Lott and his research were coming under increasing fire from the academic 

community. Mary Rosh, claiming to be a former student of Lott’s, rose to his defense in 

online chatrooms and comment sections. She praised Lott as the best professor she 

had ever had and took deep offense whenever somebody questioned Lott’s research. A 

“I was trying to be brave and just speak up,” she said. “I didn’t realize I was being 

turned into an NRA puppet.”
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few online commenters found her passion rather bizarre, consoling her: “I’m sorry if 

you’re taking this personally, but you are not John Lott.”

Except she actually was. A blogger matched Lott’s IP address with that of Mary Rosh, 

and a humiliated Lott was forced to admit that he and Mary were the same person.

As conservative journalist Michelle Malkin emphasized at the time, “Lott’s invention of 

Mary Rosh to praise his own research and blast other scholars is beyond creepy. And it 

shows his extensive willingness to deceive to protect and promote his work.”

Why does the media still rely on John Lott?

CREDIT:  CSPAN/SCREENSHOT

In an attempt to appear fair and balanced, news outlets have offered John Lott a 

platform to debate a subject for which there really is not two sides. Gun violence is 

decidedly uncontroversial among scholars: more guns cause more suicides, homicides, 

and accidents.

These are the arguments being made by serious academics in peer-reviewed journals 

from Harvard, Stanford, Yale, and Johns Hopkins. On the other side of the debate, you 

have John Lott, a handful of conservative academics on the board of the CPRC, Gary 

Kleck, and a few others.

Much like the public debate over climate change, the journalistic quest for neutrality in 

the past two decades, John Lott has routinely demonstrated an unwillingness to 
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engage honestly in the gun violence debate. Lott is not a credible source, and it’s time 

the media stop treating him as such.

Update: Since the publication of this article, the description of the study Lott claimed to 

have published in the Econ Journal Watch has been corrected on the Social Science 

Research website. An archived version of the paper touting its publication in the journal 

is still available here. The news of the study has also been changed on the CPRC 

website, removing the reference of it being published in the Econ Journal Watch. The 

original headline touting this publication is still evident in the URL, and an archived 

version of this news on the CPRC website is still available here.

Evan DeFilippis is a master’s student at Princeton’s Woodrow Wilson School. He is 

currently a Summer Fellow at Harvard’s Government Performance Lab.

Devin Hughes is the founder of Hughes Capital Management, LLC, a registered 

investment adviser.

Evan and Devin write on gun violence issues at Armed With Reason.

#FEATURES , #GUN CONTROL , #GUN VIOLENCE , #GUNS , #NRA

Senate candidate Amy McGrath blasts Mitch 
McConnell in new campaign…

Read Next Story





A Fabricated Fan and Many Doubts
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More Guns, Less Crime

"If national surveys are correct, 98 percent of the time that people use guns 
defensively, they merely have to brandish a weapon to break off an attack." More 
Guns, Less Crime (University of Chicago Press, 1998), p. 3.  

Wall Street Journal

“Other research shows that guns clearly deter criminals. Polls by the Los Angeles 
Times, Gallup and Peter Hart Research Associates show that there are at least 
760,000, and possibly as many as 3.6 million, defensive uses of guns per year. In 98% 
of the cases, such polls show, people simply brandish the weapon to stop an attack.” 
John R. Lott Jr., Childproof Gun Locks: Bound to Misfire, Wall Street Journal, 7/16/97 
Wall St. J. A22



Chicago Tribune Washington Times

“I am a great admirer of Gary Kleck's work, and I think that he has done a great deal 
to advance the study of crime. Few academics have his integrity and courage. His 
numbers are a little higher in terms of the total number of defensive uses that I have 
found and the frequency of brandishing is lower than I have found. The information 
of over 2 million defensive uses and 98 percent is based upon survey evidence that I 
have put together involving a large nationwide telephone survey conducted over a 
three month period during 1997. Follow up telephone calls were made to ensure that 
the questions were answered by those who we attempted to contact. The survey was 
not as detailed as several other surveys, but it did try to include a couple initial 
questions to ensure accuracy and screen out any problems and then focus exclusively 
on defensive gun uses. I plan on repeating the survey again during the next year to 
year and a half. I will be happy to inform you what the results of that survey are after 
I have conducted it.”  Letter from John Lott to Otis Dudley Duncan, dated May 13, 
1999.

More Guns, Less Crime

"If a national survey that I conducted is correct, 98 percent of the time that people use 
guns defensively, they merely have to brandish a weapon to break off an attack." 
More Guns, Less Crime, second edition (University of Chicago Press, 2000), p. 3.



"Guns clearly deter criminals. Americans use guns defensively over 2 million times 
every year--five times more frequently than the 430,000 times guns were used to 
commit crimes in 1997, according to research by Florida State University 
criminologist Gary Kleck. Kleck's study of defensive gun uses found that 98 percent 
of the time, simply brandishing the weapon is sufficient to stop an attack." John 
Lott, Gun Locks: Bound to Misfire, online publication of the Independence Institute, 
March 1, 2000.  

Criminologist

The Criminologist

The Criminologist, The Criminologist

“The survey that I oversaw interviewed 2,424 people from across the United States. It 
was done in large part to see for myself whether the estimates put together by other 
researchers (such as Gary Kleck) were accurate. The estimates that I obtained implied 
about 2.1 million defensive gun uses, a number somewhat lower than Kleck's. 
However, I also found a significantly higher percentage of them (98 percent) involved 
simply brandishing a gun. My survey was conducted over 3 months during 1997. I 
had planned on including a discussion of it in my book, but did not do so because an 
unfortunate computer crash lost my hard disk right before the final draft of the book 
had to be turned in. Duncan raises a related issue that "Lott may well have read Will, 
in as much as Will's article is in the bibliography of More Guns, Less Crime. ... Did 
Lott borrow the '98 percent' from Kleck . . . from Snyder, via Will? Even if that 
account explains part of the puzzle, the question remains. Where did the 2 million 
come from?" (Page 6) The course that Duncan tries to follow - from a 1988 article by 
Kleck to a 1993 piece by Snyder to George Will to my book because it cites Will - is 
fascinating. Yet, I am not sure why this entire discussion was necessary since I told 
Duncan on the telephone last year that the "98 percent" number came from the survey 
that I had done and I had also mentioned the source for the 2 million number.”



More Guns, Less Crime

Criminologist

Criminologist

"There are surveys that have been done by the Los Angeles Times, Gallup, Roper, 
Peter Hart, about 15 national survey organizations in total that range from anything 
from 760,000 times a year to 3.6 million times a year people use guns defensively. 



About 98 percent of those simply involve people brandishing a gun and not using 
them." 
Page 41, State of Nebraska, Committee on Judiciary LB465, February 6, 1997, 
statement of John Lott, Transcript prepared by the Clerk of the Legislature, 
Transcriber's Office [Otis Dudley Duncan & Tim Lambert, 
http://www.cse.unsw.edu.au/~lambert/guns/lottbrandish.html]

Criminologist

“The overwhelming majority of the survey work was done at the beginning of the 
period over which the survey was done.  It has obviously been a while, but my 
recollection is that the small number of people surveyed after the first four or five 
weeks (mainly January 1997) did not include any more defensive gun uses.”

Washington Times



“Indeed, about 450,000 crimes, including 10,744 murders, were committed with guns 
in 1996. But Americans also use guns defensively over 2 million times a year and 98 
percent of the time merely brandishing the weapon is sufficient to stop an attack.
In my own recent research on gun ownership across states and over time, I found that 
states with the largest increases in gun ownership rates had the largest drops in crime 
rates.”  John R. Lott, Lethal Handgun Fears, 2/24/99 Wash. Times (D.C.) A17.  

Chicago Tribune Magazine

Bolstering the other side is Dr. Arthur Kellermann, of Emory University's Center for 
Injury Control in Atlanta. His research 
indicates that owning a gun is far more dangerous to a homeowner than it is to 
potential intruders. 
. . .
Lott didn't examine home protection, but he did study the impact of armed self-
defense. In his book, "More Guns, Less Crime" (University of Chicago Press), he 
wrote that violent crime dropped noticeably in the 31 states that now give permits to 
qualified 
citizens who want to carry handguns. Twelve states allow permits in certain cases. 
Seven, including Illinois, prohibit carrying. 
… 
[Tom] Smith points out that while the two researchers clearly support opposing sides 
in America's gun debate, their findings aren't exactly opposite. Kellermann addresses 
the risks of keeping a gun at home and he measured only self-defense shootings--not 
occasions when guns were used simply to threaten.
Lott didn't study gun use at home, but looked at the impact of laws that allow guns 
to be carried outdoors. Even so, Lott said that in most cases of self-defense, "people 
merely need to brandish a gun . . . less than 2 percent are fired." He said guns 
particularly help women, who become more "equal" to men when they're armed. 
"Women who behave passively are 2.5 times more likely to end up being seriously 
injured than women who are able to brandish a gun when confronted by a criminal," 
said Lott. Linnet Myers, Go Ahead Make Her Day With Her Direct Approach And 
Quiet Confidence, Chicago Lawyer Anne Kimball Gives Gunmakers A Powerful 
Weapon, Chicago Tribune, 5/2/99 Chi. Trib. 12.





University of Chicago Press

John told me that he had conducted a survey in 1997. I did not participate in the 
survey--it was after our concealed carry paper had been published (Jan 1997) and was 
after I was on the job market and while I was finishing my dissertation and then 
moving to Georgia (Aug 1997).

John had some major computer problems in 1997 or 1998--I am not sure of the exact 
timing, but I think I was already here in Georgia.  John lost a lot of data and material 
and I and others tried to replace what he lost. Lott indicated that the survey results 
were not backed up and that he lost all of that, none of which could be replaced. 
Nobody else had the survey data. That is about all I know about the survey.

John has always impressed me with his willingness to give out his data; to anyone 
who requests them. To my knowledge John has always released his data to anyone 
who asks of it. In fact, we gave out our data about 4 months before the article even 
came out in print. We have now given our data out to about 75 people from around 
the world; perhaps more[.] As I understand the survey situation, John does not 
release the survey data because he no longer has it, not because he is unwilling to do 
so.

“As to the _date_ of John's computer crash, it could have happened in June 1997. My 
previous response would more accurately be that I _sent him the data_ after I was at 
Georgia. I do not really remember _when_ it crashed, only that it did and I sent him 



the data shortly after I arrived in Georgia. Given that I was gone for large parts of 
July and that our possessions were being shipped, it is feasible that John's crash could 
have occurred in June and I sent him the data after I got set up in Georgia.” 



More Guns, Less Crime

More Guns, Less Crime

More Guns, Less Crime











Criminologist

“The information of over 2 million defensive uses and 98 percent is based upon 
survey evidence that I have put together involving a large nationwide telephone 
survey conducted over a three month period during 1997. Follow up telephone calls 
were made to ensure that the questions were answered by those who we attempted to 
contact. The survey was not as detailed as several other surveys, but it did try to 
include a couple initial questions to ensure accuracy and screen out any problems 
and then focus exclusively on defensive gun uses. I plan on repeating the survey 
again during the next year to year and a half. I will be happy to inform you what the 
results of that survey are after I have conducted it.” Letter from John Lott to Otis 
Dudley Duncan, dated May 13, 1999.

As to the attribution of sources, look at the complete context of the quote Lindgren 
mentions:



Polls by the Los Angeles Times, Gallup and Peter Hart Research Associates show that 
there are at least 760,000, and possibly as many as 3.6 million, defensive uses of guns 
per year. In 98 percent of the cases, such polls show, people simply brandish the 
weapon to stop an attack. -- August 6, 1998, Chicago Tribune and August 14, 1998, 
Washington Times

References by Lindgren to things like the Linnet Myers piece in the Chicago Tribune 
to provide evidence that I didn¹t do a survey or that I have changed my statements 
over time are simply bizarre.  Attached below is an edited down version of the letter 
that was published by me in the Tribune.  Myers used her article to refloat claims 
such as my Olin Funding, inaccurately reported exactly what the concealed handgun 
research covered, and claimed that "others haven't confirmed (my) findings."  I no 
longer have the original letter to the editor, but as I recall this is just a partial listing of 
her inaccurate statements.  The Tribune was not willing to run a longer letter, though 
the letter that they ran was quite long.

Chicago Tribune Washington Times
Chicago Tribune

Wall Street Journal

The year before, in the July 16, 1997 Wall Street Journal, Lott appeared to attribute the 
98% figure to one or more of three specific survey organizations: 

“Other research shows that guns clearly deter criminals. Polls by the Los 
Angeles Times, Gallup and Peter Hart Research Associates show that there 
are at least 760,000, and possibly as many as 3.6 million, defensive uses of guns 
per year. In 98% of the cases, such polls show, people simply brandish the 
weapon to stop an attack.” John R. Lott Jr., Childproof Gun Locks: Bound to 
Misfire, Wall Street Journal, 7/16/97 Wall St. J. A22

The same language (other than typesetting conventions) appears the following year 
in two articles by Lott on the same topic for the Chicago Tribune and the Washington 
Times. John R. Lott Jr., Prime Suspect: Gun-Lock Proposal Bound to Misfire, 8/6/98 
Chi. Trib. 23; John Lott, Commentary: Gun Locks That are Bound to Misfire, 8/14/98 
Wash. Times (D.C.) A17. 

Wall Street 
Journal

Chicago Tribune
Tribune

Chicago Tribune

Wall Street Journal
Chicago Tribune Washington 



Times

Chicago Tribune
Wall Street Journal

Tribune Tribune

Chicago Tribune
Tribune

Wall Street Journal
Tribune

Wall Street Journal Tribune
Tribune

Chicago Tribune

“If this newspaper account is accurate (and newspapers often aren’t), it is odd that 
Lott would try to answer the reporter’s claims about the Kellermann household study 
without pointing out that he had done a big household study himself.  Although this 
contextual evidence is less telling, it does tend to fit the pattern that, until Lott replied 
to Duncan in mid-May 1999, Lott had consistently attributed the 98% figure to several 
specific survey organizations or to no one, never to his own 1997 study.” (This 
Report, above)

Tribune
Tribune

Chicago Tribune

Tribune

“My book analyzed FBI crime statistics for all 3,054 American counties from 1977 to 
1994 as well as extensive cross-county information on accidental gun deaths and 
suicides. This is by far the largest study ever conducted on crime, accidental gun 
deaths or suicide. I examined not only concealed-handgun laws, but also other gun-
control laws such as state waiting periods, the length of waiting periods, the Brady 
law, criminal background checks, penalties for using guns in commission of crime 
and the impact of increasing gun ownership. The only gun laws that produced 



benefits were those allowing concealed handguns. The evidence also strongly 
indicates that increased gun ownership on net saves lives.”  John Lott, Letter, Chicago 
Tribune, June 20, 1999.

Tribune



1. Email of 12/26/02 from John Lott to James Lindgren, commenting on the first draft of the report.

2. Email of 12/26/02 from David Mustard to James Lindgren, commenting on the first draft of the report:



3. Email of 1/14/03 from John Lott to various bloggers, colleagues, and James Lindgren, responding
to the second draft of this report:
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GUN RESEARCHER
John Lott is a one-man pro-gun research machine whose work has been cited 
nearly 200 times by the National Rifle Association. The problem? Many of his 
peers have major misgivings about his methods.

PETER MOSKOWITZ · UPDATED:SEP 23, 2018 · ORIGINAL:JUN 1, 2017

I returned from Orlando depressed. I was there reporting a few days after a man had 
opened fire in a crowded nightclub with a semi-automatic weapon, killing 49 and 

wounding dozens of others. Mass shootings have been a common news item in the 
United States over the last few years, but this one seemed different, both in its scale 
and in the response (or lack thereof) that followed.

After Columbine (two high school seniors shot and killed 12 students and one teacher), 
Sandy Hook (one man shot and killed 20 six- and seven-year-olds and six adults), Fort 
Hood (an Army major shot and killed 13 people and injured 30 more), the Navy Yard in 
Washington, D.C. (a man shot and killed 12 at a naval base), Aurora (a man shot and 
killed 12 and injured 70 in a movie theater), and Charleston (a white supremacist shot 
and killed nine black churchgoers), there was at least debate about what to do. 
Background checks? End the sale of assault rifles? Create an interstate tracking 
system?

A few days after Orlando, former President Barack Obama, speaking on the block-long 
grass field in the downtown district where thousands of mourners had left notes to 
those who died at Pulse nightclub, implored lawmakers to "do the right thing"—to 
change their minds about background checks, to consider legislation, to at least create 
a watch list for suspected terrorists who want to purchase guns. It was a milquetoast 
speech. And nothing followed it. There were no new laws; the push for background 
checks failed. The usual debate that had raged in the U.S. after mass shootings in the 
past did not happen after Orlando. Calls for specific action had turned into pleas to at 
least acknowledge there was a problem. It was the deadliest mass shooting in modern 
U.S. history, and yet the debate had gone so far backwards that gun-control advocates 
were no longer advocating for control, but for some debate about control.

In Orlando, I'd attended a gun show where, outside, an LED sign had been set up to 
scroll the hashtag #PrayForOrlando, and, inside, everyone told me that guns did not 
kill people. Even at the memorial, the same one Obama spoke at, yards away from 
where family members of the deceased were gathering, crying, adding to a quickly 
growing pile of flowers and homemade signs with their letters streaked from a near-
constant drizzle, people told me that this was not about guns, that actually guns were 
good, that really the solution was more guns—guns at home, guns on the street, guns 
at clubs (or at least security guards with guns). There was relatively little gun debate in 
Orlando after Pulse, virtually no gun debate in Congress. There was just a general 
feeling that guns are good, and a feeling that, if you believe that, you're right.

A man named John Lott can be assigned a degree of responsibility.

Lott is a one-man pro-gun research machine. He's published four books on the 
subject. He speaks at countless conferences and colleges. He writes dozens of op-eds 
each year, and is cited in thousands of news stories. If you know a statistic or a fact-
based argument about how guns save lives, it's likely, whether you know it or not, 
you're citing some of Lott's work. Lott is not affiliated with any university, and hasn't 
been for years. Little of his gun research has been published in peer-reviewed journals. 
And yet he is, without a doubt, the most influential pro-gun researcher in the U.S.



I will not be able to debunk Lott here and now. I am not an academic. I—and 99 
percent of people, I'd venture to guess—am not as good with statistics as Lott. What I 
can tell you is what the people who do have that skillset say. There are many people 
who agree with Lott—especially in the fields of criminology and economics. But it 
appears the majority of researchers who work in the field say Lott's wrong: that his 
analyses are misleading, that they skew data to favor certain outcomes, and that his 
research methods don't stand up to scrutiny. If they did, his critics say, Lott would still 
be published in academic journals, or doing his research out of a university instead of a 
non-profit called the Crime Prevention Research Center.

After a bit of coaxing, Lott agreed to meet me at a debate on campus-carry laws he'd 
be participating in at Baylor University in Waco, Texas. Lott arrived at the debate, his 
hair wispy, his suit loose-fitting, his shirt tucked in only halfway. The mostly 
conservative students who filed into the auditorium, dressed in well-fitting skirts and 
heels and khakis and boat shoes, looked like the best of conservative 
America—professional, jovial, past the more juvenile aspects of college. But Lott's look 
just added to his authenticity. He exudes professorial vibes. He does not look like a 
snake-oil salesman. He is, it seems, a true believer.

The school's chapter of the Federalist Society, a national conservative group, had 
invited him here. According to Lott and another organizer, it took months to set the 
meeting up—first there was mysteriously no classroom available in the law school, 
where the Federalist Society usually held events, and then no one would debate Lott. 
Lott told me he'd reached out to around 20 people, including professors at Baylor, with 
no luck. The backdrop was this: Texas had recently passed a law mandating that public 
universities allow students to carry weapons on campus. It sparked protests at public 
schools, and pushed leaders of private schools to come down on a side of the gun 
debate. Ken Starr, Baylor's president at the time, banned weapons from campus, a 
move a vocal minority of students disagreed with. So it made sense professors did not 
want to broach the issue. Instead, Lott found Andrea Brauer, the executive director of 
Texas Gun Sense, a small non-profit that pushes for small changes in gun laws in 
Texas.

The debate went well for Lott—he arrived prepared with a PowerPoint chock full of 
data, most of which was based on his own research from his seminal book More Guns, 

Less Crime, published in 1998. He hit on all the pro-gun tropes, and backed them with 
numbers—terrorists pick gun-free zones, he said; public shootings happen more 
frequently in Europe; good guys with guns stop bad ones. Brauer couldn't compete. She 
had talking points, but she was not a researcher, she could not debunk him on 
technical grounds, and the audience was already in Lott's pocket. She stumbled over 
her words. She let Lott speak over her and could only answer many of his retorts by 
saying he was wrong, but that she did not have the data to prove it. "Aren't you 
making a feelings-based argument," one student asked her. "That's good for you, 
throwing your opinion out there," another student said after the debate.

"I know his research is flawed," Brauer told me afterwards. "A lot has been 
discredited. But it's hard to argue with him."

Lott's main assertion is that states that pass right-to-carry laws (laws that allow you 
to carry a concealed handgun) have significantly lowered their crime rates. Lott first 
made the claim in a 1997 study that he conducted while at the University of Chicago, 
along with David Mustard, then a graduate student at the University of Chicago and 
now a respected economist at the University of Georgia. Lott expanded on the study in 
his More Guns book, a herculean undertaking: Lott, with a few assistants, collected 15 
years' worth of gun and violence data from 3,054 U.S. counties. It was, and still is, one 
of the grandest studies of gun violence ever conducted. Lott found that, were all 50 
states to pass concealed-carry laws, more than 1,500 murders, 60,000 aggravated 
assaults, and 4,000 rapes could be avoided per year. The influential criminologist Gary 
Kleck told Mother Jones that Lott's early work "was light-years ahead of anybody else at 
the time."

Even those prone to support gun control agreed it was an impressive body of work. And 
for those who agree with Lott, More Guns remains one of the most important works in 
the field to date.

"A lot of his research is some of the most highly cited research on firearms," says 
Mustard, who hasn't conducted research with Lott since their original project, though 
they've collaborated in other ways. "It's clearly the most highly cited by academics and 
it's also incredibly frequently cited by politicians."



Lott's work quickly became a favorite of pro-gun legislators, academics, and policy 
wonks, including at the National Rifle Association (the group's Institute for Legislative 

Action has cited his work 175 times). And Lott's research attracted media attention. 
According to one count, his work has been cited no fewer than 1,100 times in 
newspapers. After More Guns, Less Crime was published, Lott rose to be the most 
prominent gun researcher in America by far—appearing on television shows dozens of 
times a year, constantly touring college campuses, cited by state and federal lawmakers 
in gun-policy debates—all while being, according to many of his colleagues, wrong 
about his research. But that just shows the bias of academia, according to Lott.

"In a field such as public health, I suspect a school like Harvard University may not 
even have a single Republican," Lott wrote me in an email (he insisted on email after 
our initial in-person interview). "No matter how well done my research is there is no 
way someone who wrote the types of studies that I do would ever get hired there. The 
entire field is like that."

But researchers told me their qualms with Lott originate not in the field of politics, but 
basic scientific method. Several pointed out that concealed-carry laws tend to be 
passed after a spike in violent crime, and that many of the states Lott researched for 
his 1997 paper passed laws right after the crack epidemic. But, as researchers have 
pointed out, most concealed-carry permits are issued to white men outside of urban 
areas, so Lott was measuring two separate trends—an increase in violent crime 
associated with the crack epidemic in urban areas, and an increase in concealed-carry 
permits in rural areas—and then concluding they influenced each other. Lott did 
discuss the crack epidemic in a footnote in 1997, and the rural-urban issue in later 
research that appeared in the influential American Economic Review, but he continued 
defending his position long after the scholarly consensus rejected it.

"He's able to find things in data that most people don't," says Daniel Webster, a 
professor of health policy at the Johns Hopkins Bloomberg School of Public Health and 
the director of the school's Center for Gun Policy and Research, noting that Lott hasn't 
been peer-reviewed for his gun research in over a decade.

Other researchers have found it problematic that Lott's landmark 1997 paper depended 
on the state of Florida and incorporated crime data he collected from police 
departments on his own, as opposed to relying solely on data from the Federal Bureau 
of Investigation. If you take out Florida, Lott's claimed reductions in crime become 
much less dramatic.

After Sandy Hook, Evan DeFilippis and Devin Hughes, two young, independent gun 
researchers, noticed the usual slew of pro-gun arguments on Facebook from 
conservative family members and friends. They realized that nearly all who used 
statistics in an attempt to prove that guns were safe relied solely on Lott's work.

As undergraduates at the University of Oklahoma, DeFilippis and Hughes began looking 
carefully into Lott's research. They found that his models only worked under strict and 
often unrealistic conditions. Adding new variables often produced results that didn't 
match real-world observations—a conclusion other researchers have also reached.

"To debunk him, you have to dive down this rabbit hole [of data]," Hughes says. 
"People just don't want to go down that rabbit hole, and they don't realize how 
important he is to the entire pro-gun narrative."

In the four years immediately following the conclusion of Lott's 1997 study, 14 more 
jurisdictions passed concealed-carry laws. Ian Ayres, a lawyer and economist at Yale 

Law School, and Stanford Law School professor John Donohue, both of whom have 
published extensively on gun control, jointly wrote a 106-page takedown of Lott's 
work in 2002. They decided to add those 14 jurisdictions to Lott's models, and found 
that, in every jurisdiction, all categories of crime increased after concealed-carry laws 
were passed.

David Hemenway, a professor of health policy at Harvard, found that, if you increase 
the unemployment rates in Lott's models, homicides drop dramatically—the opposite 
of what research on gun violence and unemployment shows. And if you reduce the 
number of black women age 40 to 49 in Lott's models by 1 percent, homicides drop by 
59 percent and rapes increase by 74 percent. Hemenway argued that such massive 
effects from such a tiny change in just one demographic suggest Lott's model is "no 
good." Lott, as he usually does when criticized, responded with a litany of blog posts, 
op-eds, and media appearances.



The failure of variable-testing Hemenway identified in Lott's work is among the 
clearest signs that his methods are flawed. If research is strong, it should stand up to 
being tested and picked apart by other researchers, which is what the peer-review 
process is for. Lott's recent research hasn't gotten the same scrutiny most scientific 
researchers do, because if it did, other researchers told me, it would be torn apart.

"He is, perhaps, perceived by some [to have] the same credibility as myself or other 
people who have published tons of stuff in scientific, peer-reviewed literature and have 
been through rigorous academic vetting," Webster says. "He's just some guy who 
anointed himself as the pro-gun researcher."

"What I dislike is he says all these things that are clearly wrong, and his science is not 
very good at all," Hemenway says. John Donohue says Lott obfuscates with bad data, 
and won't admit when he's wrong. "Lott's work was mainstreamed very quickly 
because it did appeal to a powerful economic interest, and political interests, and so the 
work got more prominence more rapidly than it probably deserved."

"What I've found over the years, at least for me, is the best way to move forward is to 
kind of pretend he doesn't exist," says Stephen Teret, another professor at the 
Bloomberg School of Public Health who is familiar with Lott's work.

These researchers hold the majority opinion. Hemenway, with the help of his graduate 
students, compiled a list of academics in peer-reviewed journals who had published on 
gun safety within the last four years. Those surveyed came from various 
fields—criminology, economics, political science, public health, public policy. And 
there was a clear consensus: 84 percent concluded guns in the home increase the risk 
of suicide, 64 percent said guns make homes more dangerous in general, and 73 
percent said guns are used for crimes more often than for self-defense. Perhaps most 
damningly for Lott, Hemenway's survey found that only 9 percent of researchers 
thought that concealed-carry laws reduced gun violence rates.

Lott countered with another survey showing that a smaller majority of researchers 
from only two fields (criminology and economics) agreed with him. "They only 
surveyed academics, and only three economists. That's their way of discrediting my 
research," he said. "They never mention all the published studies that confirm my 
results. They always want to make it seem like it's only me saying these things." 
Hemenway and others have disputed the results of Lott's survey too.

When challenged on his research, Lott has, in the past, resorted to odd behavior. He 
admitted to using an alternate online persona named Mary Rosh, who would defend 
Lott's articles. "I shouldn't have used it, but I didn't want to get directly involved with 
my real name because I could not commit large blocks of time to discussions," Lott 
said once the Rosh debacle was uncovered. Lott has also come under fire for writing an 
op-ed under the name of a real woman who had a stalker and became a gun advocate 
after her college would not provide her with adequate protection. Even pro-gun-rights 
outlets like Townhall and Reason have criticized these efforts.

And Lott has never publicly shared the data behind one of his most-cited 
statistics—that 98 percent of defensive gun use doesn't even require a gun to be fired, 
just pulled out to scare away the attacker or intruder. When the late sociologist Otis 
Dudley Duncan, who pioneered the field of human ecology at the University of Chicago, 
asked Lott for more raw data, Lott said he'd lost it in a hard drive crash. Lott then 
redid the survey with a sample of about 1,000 people, and found that 13 had used a gun 
in self-defense. Only one had actually fired the gun—not the largest sample, but even 
one out of 13 (7 percent) is far from the 2 percent that Lott has touted for most of his 
career.

For every attack lobbed at him, Lott has hit back with lengthy posts on his blog that 
attempt to dismantle his opponent's critiques. And in each one he dives deep into 
statistical analyses that seem designed to confuse more than elucidate. DeFilippis and 
Hughes call this "security through obscurity." Similarly, Rutgers University sociologist 
Ted Goertzel has said Lott's work "would never have been taken seriously if it had not 
been obscured by a maze of equations.”

"I have been willing to debate other academics, and I have done so every time that I 
have been asked to do so," Lott wrote me in an email. "I have [asked people] many 
times to try to set up debates but it has been very difficult to get other academics to 
participate."

When DeFilippis debated Lott on a liberal radio show a few years ago, he experienced 
the deluge-of-data technique firsthand. "You end up getting into a high-level, 
technical debate, which is not going to persuade the lay audience," DeFilippis says. 
"You're fighting an uphill battle."



Outside of the Baylor auditorium, Lott told me about his journey to becoming the most 
prominent and most hated gun researcher: His interest in guns, he said, started when 
he was an economist at the Wharton School of the University of Pennsylvania. Students 
asked him about his thoughts on gun control, and so Lott started researching. He 
wasn't a gun expert then, just an economist. But he noticed that, despite the volume of 
gun research, there were few well-designed studies with large sample sizes. Around 
the same time, Lott had become disillusioned with the Clinton administration. He said 
he had been a Democrat, but found himself starting to align with more-conservative 
belief systems. He felt that the response to the research he'd started doing on guns 
encouraged his political transformation. It appeared to Lott that the liberal 
establishment had gotten everything wrong, and that, in their rush to prove their 
progressive fantasies, they had ignored the facts.

By the time Lott's first research came out, he was a researcher at the University of 
Chicago. But his new fascination with guns made him a pariah there. He says he began 
receiving death threats from gun-control advocates, and so his wife and kids moved 
back to Pennsylvania so they wouldn't be harmed if one of the threats ever 
materialized. Then, Lott says, under pressure from a gun-conscious mayor, the 
university terminated him because of his pro-gun views. (The University of Chicago 
declined to comment on the specifics of Lott's departure.)

Lott returned to Pennsylvania and eventually started the Crime Prevention Research 

Center, which is funded through small donations and operates with a limited budget. 
When he flies around the country giving talks, it's with his own money. His lifestyle 
does not appear lavish. He seems isolated, and he seems impassioned—doing this of 
his own volition, making a decent living but not an offensive one. The Crime 
Prevention Research Center is mostly run out of his house, in the suburbs of 
Philadelphia. He sleeps little, because he does his research at night.

Seeing Lott slouching in an uncomfortable, shiny lounge chair at Baylor made me 
wonder why he does this—when so many of his peers say he's wrong, when he's not 
being given obscene amounts of money for his work, when he's been essentially 
banished from academia, pushed to self-publishing and creating fake identities to 
advance his research.

After half an hour of me trying to figure out his motivations, Lott said he'd be late if 
we talked any longer, so he got up and opened the double doors to the auditorium, 
where he was introduced by a smiling student in a suit to a round of applause.
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Introduction

1 https://www.fbi.gov/file-repository/active-shooter-incidents-us-2016-2017.pdf/view

2 https://www.fbi.gov/file-repository/active-shooter-study-2000-2013-1.pdf/view
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Key Findings of the Phase II Study



8

Methodology

3 Incident overview (e.g., date, location), incident specifics (weapon(s) used, duration of event), and incident outcome (deaths, injuries, resolution).

4 For one incident, the study relied on publicly available official reports which were based on the complete law enforcement investigative files.

5  The investigative files did not contain uniform amounts of subject-related behavioral information, as the depth and breadth of investigations varied based on several factors, including available 

resources, the prospect or not of trial, and the complexity of the event.
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SHOOTER DEMOGRAPHICS

Age:
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Gender and Race:

Highest Level of Education :

6 Descriptors of active shooters’ races were obtained from law enforcement records. 

7 Active shooters under the age of 18 (n=8) were excluded in analyses for those variables not typically pertaining to juveniles (e.g., marital status, higher education).
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Employment:

Military:

Relationship Status:

Criminal Convictions and Anti-Social Behavior :

8 The study does not include juvenile adjudications; therefore, we did not run the analyses on those aged 17 and younger.
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Considerations

9 This number may be underrepresented given the high percentage of unknown responses as related to stalking behaviors (68%).
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PLANNING AND PREPARATION

10 Calhoun, T., & Weston, S., (2003).  Contemporary threat management. San Diego: Specialized Training Services;

11 Fein, R. & Vossekuil, B. (1999). Assassination in the United States: an operational study of recent assassins, attackers, and near-lethal approachers. Journal of Forensic Sciences.

12  Vossekuil, B., Fein, R., Reddy, M., Borum, R., & Modzeleski, W. (2004). The final report and findings of the safe school initiative: Implications for the prevention of school attacks in the United States. 

Washington, DC: U.S. Secret Service and the U.S. Department of Education.
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FIREARMS ACQUISITION
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Considerations

STRESSORS

13  Felson, R.B., Osgood, D.W., Horney, J. & Wiernik, C. (2012). Having a bad month: General versus specific effects of stress on crime. Journal of Quantitative Criminology, 28, 347-363 for a 

discussion of various theories describing the relationship between stress and crime.

14 See Appendix A.
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TABLE 1: STRESSORS

Stressors Number %

Mental health 39 62

Financial strain 31 49

Job related 22 35

Conflicts with friends/peers 18 29

Marital problems 17 27

Abuse of illicit drugs/alcohol 14 22

Other (e.g. caregiving responsibilities) 14 22

Conflict at school 14 22

Physical injury 13 21

Conflict with parents 11 18

Conflict with other family members 10 16

Sexual stress/frustration 8 13

Criminal problems 7 11

Civil problems 6 10

Death of friend/relative 4 6

None 1 2
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MENTAL HEALTH

Considerations

CONCERNING BEHAVIORS

15  The number of documented, diagnosed mental illness may be the result of a number of factors, including those related to situational factors (access to health care) as well as those related to 

the study factors (access to mental health records).

16 Elbogen, E.B., & Johnson, S.C. (2009). The intricate link between violence and mental disorder. Arch Gen Psychiatry,66(2),152-161.

17 Glied, S.A., and Frank, R.G. (2014). Mental illness and violence: Lessons from the evidence. American Journal of Public Health, 104, e5-e6 doi:10.2015/AJPH.2013.301710

18  Monahan, J., Steadman, H. J., Silver, E., Applebaum, P.S., Clark Robbins, P., Mulvey, E. P., & Banks, S. (2001). Rethinking Risk Assessment: The MacArthur Study of Mental Disorder and Violence.  

Oxford, UK: Oxford University Press

19  Kessler, R.C., Berglund, P., Demler, O., Jin, R., Merikangas, K.R., Walters, E.E.  Lifetime prevalence and age-of-onset distributions of DSM-IV disorders in the National Comorbidity Survey 

Replication. Arch Gen Psychiatry. 2005:62(6): 593-602.

20 Lenzweger, M.F., Lane, M.C., Loranger, A.W., Kessler, R.C., DSM-IV personality disorders in the National Comorbidity Survey Replication. Biol Psychiatry. 2007;62(6): 553-564.

21 See Appendix B.
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TABLE 2: CONCERNING BEHAVIORS

Concerning Behavior Number %

Mental health 39 62

Interpersonal interactions 36 57

Leakage 35 56

Quality of thinking or communication 34 54

Work performance* 11 46

School performance** 5 42

Threats/confrontations 22 35

Anger 21 33

Physical aggression 21 33

22  Thirty-nine active shooters were experiencing a mental health stressor, and 39 active shooters showed concerning behaviors related to mental health, but the same 39 active shooters did not 

appear in each category; there were five active shooters who had a mental health stressor but who did not show a concerning behavior, and five other active shooters who showed a mental 

health-related concerning behavior but for whom there was no evidence of mental health stress.

Continues on next page
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Risk-taking 13 21

Firearm behavior 13 21

Violent media usage 12 19

Weight/eating 8 13

Drug abuse 8 13

Impulsivity 7 11

Alcohol abuse 6 10

Physical health 6 10

Other (e.g. idolizing criminals) 5 8

Sexual behavior 4 6

Quality of sleep 3 5

Hygiene/appearance 2 3

* Based on the 24 active shooters who were employed at the time of the offense

** Based on the 12 active shooters who were students at the time of the offense

When Were the Concerning Behaviors Noticed?
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In What Way Were the Concerning Behaviors Noticed?

Who Noticed the Concerning Behaviors?

TABLE 3: WHO NOTICED CONCERNING BEHAVIORS

Who Noticed Number %

Schoolmate* 11 92

Spouse/domestic partner** 13 87

Teacher/school staff* 9 75

Family member 43 68

Friend 32 51

Co-worker 25 40

Other (e.g. neighbors) 23 37

Law enforcement 16 25

Online individual 6 10

Religious mentor 3 5

* Percentage calculated only with those active shooters who were students at the time of the offense

** Percentage calculated only with those active shooters who were in a relationship at the time of the offense

What, If Anything, Did the Concerned Party Do?

23 Borum, R. (2013). Informing Lone‐Offender Investigations. Criminology & Public Policy, 12(1), 103-112.
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Considerations

PRIMARY GRIEVANCE

24 Calhoun, T., & Weston, S., (2003). 

25 Fein, R., & Vossekuil, B. (1999).

26 Vossekuil, B., Fein, R., Reddy, M., Borum, R., & Modzeleski, W. (2004).
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TABLE 4: PRIMARY GRIEVANCE

Primary Grievance Number %

Adverse interpersonal action against the shooter 21 33

Adverse employment action against the shooter 10 16

Other (e.g. general hatred of others) 6 10

Adverse governmental action against the shooter 3 5

Adverse academic action against the shooter 2 3

Adverse financial action against the shooter 2 3

Domestic 2 3

Hate crime 2 3

Ideology/extremism 2 3

Unknown 13 21

Precipitating Events 

Considerations
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TARGETING

Considerations
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SUICIDE: IDEATION AND ATTEMPTS

Considerations

CONCERNING COMMUNICATIONS

Threats/Confrontations

Leakage

27   The National Survey on Drug Use and Health (2015) shows that in 2015: 4% of adults had serious thoughts of suicide, 1.1% made serious plans, and 0.6% attempted suicide 

(https://www.samhsa.gov/data/sites/default/files/NSDUH-DR-FFR3-2015/NSDUH-DR-FFR3-2015.htm)

28 Meloy, J. R. & O’Toole, M. E. (2011).  The concept of leakage in threat assessment. Behavioral Sciences and the Law, 29, 513-527
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Legacy Tokens

Considerations

29  Hemple, A., Meloy, J.R., & Richards, T.  (1999). Offender and offense characteristics of a nonrandom sample of mass murderers. Journal of the American Academy of Psychiatry and the Law, 27, 

213-225. Meloy, J.R., Hoffman, J., Guldimann, A., & James, D. (2011). The role of warning behaviors in threat assessment: An exploration and suggested typology. Behavioral Sciences and the 

Law, 30, 256-279.

30 Meloy, J. R. & O’Toole, M. E. (2011). 

31  Meloy, J.R., Hoffman, J., Guldimann, A., & James, D. (2011). The role of warning behaviors in threat assessment: An exploration and suggested typology. Behavioral Sciences and the Law, 30, 

256-279.

32  Simons, A., & Tunkel, R. (2014). The assessment of anonymous threatening communications. In J.R. Meloy & J. Hoffman (Eds.), International handbook of threat assessment (pp. 195-213). New 

York: Oxford University Press.

33 Borum, R., Fein, R. Vossekuil, B., & Berglund, J. (1999).  Threat assessment: Defining an approach for evaluating risk of targeted violence. Behavioral Sciences and the Law, 17, 323-337.

34 Calhoun, F. (1998).  Hunters and howlers: Threats and violence against federal judicial officials in the United States, 1789-1993. Arlington, VA: US Marshals Service.

35 Calhoun T. & Weston, S. (2003).

36  Dietz, P., Matthews, D., Martell, D., Stewart, T., Hrouda, D., & Warren, J.  (1991a). Threatening and otherwise inappropriate letters to members of the United States Congress. Journal of Forensic 

Sciences, 36, 1445-1468.

37  Dietz, P., Matthews, D., Van Duyne, C., Martell, D., Parry, C., Stewart, T., et al.  (1991b). Threatening and otherwise inappropriate letters to Hollywood celebrities. Journal of Forensic Sciences, 36, 

185-209.

38 Meloy, J.R. (2000). Violence risk and threat assessment. San Diego: Specialized Training Services.

39 Simons A. & Tunkel, R. (2014)
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Limitations

40 The FBI noted that there were four cases where threats were made and someone notified law enforcement (out of 22 cases where a threat was made, or 14%)
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Conclusion
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Appendix A:

STRESSORS
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Appendix B:

CONCERNING BEHAVIORS
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